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Product Datasheet

June 19, 2020

The Citrix SD-WAN product data sheet is available on www.citrix.com. Click Products, and in the Net-
working list, select Citrix SD-WAN. In Platforms, select SD-WAN
platforms to review the complete list of available SD-WAN platforms.

Platform Editions

July 24, 2020

The various Citrix SD-WAN hardware platforms offer a wide range of features, communication ports,
and processing capacities. All Citrix SD-WAN hardware platforms support the Citrix SD-WAN software.

Important:
The NetScaler SD-WAN product is rebranded to Citrix SD-WAN. All references to the term
NetScaler SD-WAN are applicable to the new product term Citrix SD-WAN.

The Citrix SD-WAN Standard appliances include the following editions:

+ SD-WAN Standard Edition 110, 210, 400 and 410
« SD-WAN Standard Edition 1000, 1100, 2000, and 2100
« SD-WAN Standard Edition 4000, 4100, 5100, and 6100

The Citrix SD-WAN WANOP appliances include the following editions:

+ SD-WAN WANOP 800, 1000, 2000, 2100, and 3000
+ SD-WAN WANOP 1000 WS and 2000 WS
+ SD-WAN WANOP 4100 and 5100

The Citrix SD-WAN Premium (Enterprise) appliances include the following editions:

« SD-WAN Premium (Enterprise) Edition 1000, 1100, 2000, and 2100
« SD-WAN Premium (Enterprise) Edition 5100, and 6100

Update Password

From 10.2.6 release onwards, the appliance and LOM passwords are set to the Citrix serial number,
which is displayed on the rear of the appliance. Change the password on first time logon.

From 10.2.6 and 11.0.3 release onwards, it is mandatory to change the default admin user account
password while provisioning any SD-WAN appliance or deploying a new SD-WAN SE VPX. This change
is enforced using both CLI and UI.

© 1999-2021 Citrix Systems, Inc. All rights reserved. 7
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WANOP

April 8,2020

Important
The NetScaler SD-WAN product is rebranded to Citrix SD-WAN. All references to the term
NetScaler SD-WAN is applicable to the new product term Citrix SD-WAN.

The Citrix SD-WAN WANOP appliances include the following editions:

+ SD-WAN WANOP 800, 1000, 2000, and 3000
+ SD-WAN WANOP 1000 WS and 2000 WS
+ SD-WAN WANOP 4100 and 5100

Citrix SD-WAN 800, 1000, 2000 and 3000 WANOP appliances

June 19,2020

The SD-WAN 800, 1000, 2000 and 3000 appliances are 1U accelerators for use in datacenters and larger
branch offices.

The SD-WAN 2000 can be thought of as a faster Repeater 8500 appliance with two accelerated bridges,
while the SD-WAN WANOP 3000 can be thought of as a faster Repeater 8800 with three accelerated
bridges. The configuration process, however, is not the same. Like the high-end Repeater SDX appli-
ance, SD-WAN 2000 and WANOP 3000 appliances use virtual machines for acceleration and manage-
ment, running under a XenServer hypervisor.

« SD-WAN 800 Series. A small 1U appliance suitable for medium-sized branch offices, the 800
Series has two accelerated bridges and supports WAN speed of up to 10 Mbps.

+ SD-WAN 2000 Series. A full-sized 1U appliance suitable for large branch offices and smaller dat-
acenters, the 2000 Series has two accelerated bridges and supports WAN speed of 10-50 Mbps.

+ SD-WAN 3000 Series. A full-sized 1U appliance suitable for the largest branch offices and
medium-sized datacenters, the 3000 Series has three accelerated bridges and supports WAN
speed of 50-155 Mbps.

The Citrix Compliance Regulatory Models are as follows:

+ SD-WAN 800 WANOP: CB 504-2

« SD-WAN 1000 WANOP: CB 504-2

+ SD-WAN 2000 WANOP: NS 6xCu

+ SD-WAN 3000 WANOP: NS 6xCu 6xSFP

© 1999-2021 Citrix Systems, Inc. All rights reserved. 8
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AllSD-WAN platforms have similar components and hardware platforms offer a wide range of features,
communication ports, and processing capacities. All platforms support the SD-WAN software and
have multicore processors. These appliances have similar architectures, run the same release bina-
ries, and are fully supported with release 9.2.

Citrix SD-WAN WANOP 800

May 23,2019

The Citrix SD-WAN WANOP 800 platform has a dual-core processor and 8 GB of memory. The platform
has a bandwidth of up to 6 Mbps and up to 10 Mbps, respectively.

The following figure shows the front panel of an SD-WAN WANOP 800 appliance.

Figure 1. Citrix SD-WAN 800, front panel

LEDs Power Bullon

citrix

Heset Button

+ The front panel of the SD-WAN 800 appliance has a power button and five LEDs.
« The power button switches main power (the power to the power supply) on or off.
+ The reset button restarts the appliance.

The LEDs provide critical information about different parts of the appliance.

« Power Fail—Indicates that a power supply unit has failed.
+ Information LED—Indicates the following:

Status Description

Continuously on and red The appliance is overheated. (This might be a
result of cable congestion.)

Blinking red (1 Hz) Fan failure.
Blinking red (0.25 Hz) Power failure.
Solid blue Local UID has been activated. Use this function

to locate the serverin a rack mount
environment.

© 1999-2021 Citrix Systems, Inc. All rights reserved. 9
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Status Description

Blinking blue (300 m/s) Remote UID is on. Use this function to identify
the server from a remote location.

« NIC1 and NIC2—Indicate network activity on the LAN1 and WAN1 ports.

« HDD—Indicates the status of the hard disk drive.

« Power—When blinking, indicates that the power supply unit is receiving power and operating
normally.

The following figure shows the back panel of an SD-WAN 800 appliance.

Figure 2. Citrix SD-WAN 800 appliance, back panel
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The following components are visible on the back panel of an SD-WAN 800 appliance:

+ Cooling fan
+ Single power supply, rated at 200 watts, 110-240 volts
+ Accelerated pairs of Ethernet ports (apA and apB) which function as accelerated bridges. Indi-
vidual port assignments: LAN1 is apA.1, WAN1 is apA.2, LAN2 is apB.1, LAN2 is apB.2.
+ RS-232 serial console port
+ One Aux Ethernet port and one management port
« Two USB ports
« One Solid State Drive (SSD)
- SD-WAN 800 - 240 GB SSD

For initial configuration of a SD-WAN appliance, perform the following tasks::

+ Configure the appliance for use on your site.
« Install the Citrix license.

+ Enable acceleration.

+ Enable traffic shaping (inline mode only).

You can configure the appliance by connecting the appliance to your computer through either the
Ethernet port or the serial console. The following procedure enables you to configure the appliance
by connecting it to your computer through the Ethernet port.

© 1999-2021 Citrix Systems, Inc. All rights reserved. 10



Citrix SD-WAN Platforms

If you want to configure the appliance by connecting it to the computer through the serial console,
assign the management service IP address from your set up appliance by completing the Assigning a
Management IP Address through the Serial Console procedure.

Citrix SD-WAN WANOP 1000

June 19, 2020

The Citrix SD-WAN WANOP 1000 platform has 3 models: SD-WAN 1000-06, SD-WAN 1000-010, and SD-
WAN 1000-020, with bandwidths of 6Mbps, 10Mbps, and 20Mbps, respectively. Each model is a 1U
appliance with one quad-core processor and 24 gigabytes (GB) of memory.

The following figure shows the front panel of an SD-WAN 1000 appliance.
The front panel of the Citrix SD-WAN WANOP 1000 appliance has a power button and five LEDs.

+ The power button switches main power (the power to the power supply) on or off.
« The reset button restarts the appliance.
« The LEDs provide critical information about different parts of the appliance.

Figure 1. Citrix SD-WAN WANOP 1000, front panel
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The appliance has the following ports:

« An RS232 serial console port.

+ A copper Ethernet (RJ45) management port. The management port is used to connect directly
to the appliance for system administration functions.

» Four 10/100/1000Base-T copper Ethernet ports numbered 1/1, 1/2, 1/3, and 1/4 from left to
right. The four ports form two accelerated pairs, which function as accelerated bridges. Ports
1/1 and 1/2 are accelerated pair A (apA), and 1/3 and 1/4 are accelerated pair B (apB).

The following figure shows the back panel of an SD-WAN 1000 appliance.

Figure 2. Citrix SD-WAN WANOP 1000 appliance, back panel

© 1999-2021 Citrix Systems, Inc. All rights reserved. 11
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The following components are visible on the back panel of the SD-WAN WANOP 1000 appliance:

» 600 GB removable solid-state drive, which stores the appliance’s software and user data.

« USB port (reserved for a future release).
« Single power supply, rated at 300 watts, 100-240 volts.

Power on appliance after a graceful shutdown

To power on the appliance after a graceful shut down:

1. Connect a Serial console cable to the rear of the appliance and to the serial port on a manage-

2. Onthe management laptop, restart a putty session using the following configuration settings:
+ Serial line: COM1
« Speed: 9600

E} PuTTY Configuration ? ¥
= .
SLT0N Bazic oplions for you Pul TY session
1 Legang S peacify the destinston pou want bo cornect to
o Seial e Speed
Bel COM1 600
Fastnas Eyvnﬂml_me N . .
hradon OIRaw ) Teinat () Riogn () 55H  (8) Sensl
A AN e
Bshavior Losd. save o delete & shored sesmon
- Saved Semzions

3. Poweronthe appliance and asitis booting, press the following key in the Putty session to enter
the BIOS configuration screen. Keypress: DEL
4. When in the BIOS, navigate to,
+ Advanced Tab > Select
» Boot Feature > Enter

© 1999-2021 Citrix Systems, Inc. All rights reserved. 12
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5. Wheninthe Boot Feature screen, change the value of the parameter Restore on AC Power Loss;

**from **ast State **> **Power ON.
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6. Navigate to Save and Exit.

+ Select Save changes and Reset

« SelectYes

H5cloce AT power szets
Eehem piwnr 49 Tu-aPRLies
[husekled] Batzes 3 peeer failure,

Allow the system to restart. This takes approximately five minutes.
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7. After the appliance is powered on, login to the appliance management instance (SVM). The de-
fault IP address for the appliance is: 192.168.100.1, user name is: admin/password.

8. In the SD-WAN appliance GUI, navigate to Configuration > Maintenance > Reboot Appliance.

Allow the appliance to fully shut down. Ensure that there are no power lights on the appliance
when the shut down process has completed.
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+ Appliance Settings Configuration > System Maintenance Restart System

Restart Citrix Virtual WAN Service

Delete Files
Restart

Restart System

Date/Time Settings

Local Change Management Reboot Virtual WAN Virtual Machine
Diagnostics

Update Software Reboot VM

Configuration Reset

Factory Reset . .
Reboot Virtual WAN Appliance

Reboot

9. Power on the appliance to confirm that the BIOS configuration change has been applied suc-
cessfully. This can be either done through the APC intelligent PDU Web Management console
or by physically pulling the power cable out of the shut down SD-WAN appliance, waiting for
10 seconds and then plugging it back in again. The appliance power ups automatically from all

shut down scenarios.

Citrix SD-WAN WANOP 2000

June 19,2020

The Citrix SD-WAN WANOP 2000 platform has 3 models: SD-WAN 2000-010, SD-WAN 2000-020, and
SD-WAN 2000-050, with bandwidths of 10 Mbps, 20 Mbps, and 50 Mbps, respectively. Each modelis a
1U appliance with 1 quad-core processor and 24 gigabytes (GB) of memory.

The following figure shows the front panel of the SD-WAN WANOP 2000 appliance.

Figure 1. Citrix SD-WAN WANOP 2000, front panel

Ethernet Ports
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{ E@E 'f’fm?sg."x — —— — —— [ 2
= o L

Console Port LOM/Primary
Part

The appliance has the following ports:
« An RS232 serial console port.

«+ A copper Ethernet (RJ45) Port called the Lights out Management (LOM) port. You can use this
port to remotely monitor and manage the appliance independently of the appliance’s software.

+ A copper Ethernet (RJ45) management port, numbered 0/1. The management port is used to
connect directly to the appliance for system administration functions.

© 1999-2021 Citrix Systems, Inc. All rights reserved. 15
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Note: The LOM port also operates as a management port.

» Four 10/100/1000Base-T copper Ethernet ports numbered 1/1, 1/2, 1/3, and 1/4 from left to
right. The four ports form two accelerated pairs, which function as accelerated bridges. Ports
1/1 and 1/2 are accelerated pair A (apA), and 1/3 and 1/4 are accelerated pair B (apB).

The following figure shows the back panel of the SD-WAN 2000 appliance.

Figure 2. Citrix SD-WAN WANOP 2000 appliance, back panel
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The following components are visible on the back panel of the SD-WAN 2000 appliance:

» 600 GB removable solid-state drive, which stores the appliance’s software and user data.

« Power switch, which turns off power to the appliance. Press the switch for five seconds to turn
off the power.

« USB port (reserved for a future release).

« Non-maskable interrupt (NMI) button, for use at the request of Technical Support to produce a
core dump. You must use a pen, pencil, or other pointed object to press this red button, which
is recessed to prevent unintentional activation.

« Single power supply, rated at 300 watts, 100-240 volts.

Citrix SD-WAN WANOP 3000

June 19, 2020

The Citrix SD-WAN WANOP 3000 platform has 3 models: SD-WAN 3000-050, SD-WAN 3000-100, and
SD-WAN 3000-155, with bandwidths of 50M bps, 100 Mbps, and 155 Mbps, respectively. Each model
is a 1U appliance with 1 quad-core processor and 32 gigabytes (GB) of memory.

The Citrix SD-WAN WANOP 3000 appliance is available in two port configurations:

«+ Six 10/100/1000 Base-T copper Ethernet ports
« Four 1G SX Fiber ports

The following figure shows the front panel of an SD-WAN 3000 with six 10/100/1000 Base-T copper
Ethernet ports.

© 1999-2021 Citrix Systems, Inc. All rights reserved. 16
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Figure 1. Citrix SD-WAN WANOP 3000 (6x10/100/1000 Base-T copper Ethernet ports), front panel
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The following figure shows the front panel of an SD-WAN 3000 appliance with four 1G SX fiber ports.

Figure 2. Citrix SD-WAN WANOP 3000 (4x1G SX Fiber ports), front panel
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The appliance has the following ports:
« An RS232 serial console port.

+ A copper Ethernet (RJ45) Port called the Lights out Management (LOM) port. You can use this
port to remotely monitor and manage the appliance independently of the appliance’s software.

+ A copper Ethernet (RJ45) management port, numbered 0/1. The management port is used to
connect directly to the appliance for system administration functions.

Note: The LOM port also operates as a management port.

+ Network Ports, in one of the following configurations:

- SD-WAN 3000 (6x10/100/1000 Base-T copper Ethernet ports). Six 10/100/1000 Base-T cop-
per Ethernet ports numbered 1/1,1/2,1/3,1/4,1/5,and 1/6 from left to right. The six ports
form three accelerated pairs, which function as accelerated bridges. Ports 1/1 and 1/2 are
accelerated pair A (apA), 1/3 and 1/4 are accelerated pair B (apB), and 1/5 and 1/6 are ac-
celerated pair C (apC).

- SD-WAN 3000 (4x 1G SX Fiber ports). Four 1G SX fiber ports numbered 1/1,1/2,1/3,and 1/4
from left to right. The four ports form two accelerated pairs, which function as accelerated
bridges. Ports 1/1 and 1/2 are accelerated pair A (apA) and 1/3 and 1/4 are accelerated pair
B (apB).

© 1999-2021 Citrix Systems, Inc. All rights reserved. 17
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The f

ollowing figure shows the back panel of the SD-WAN WANOP 3000 appliance.

Figure 3. Citrix SD-WAN WANOP 3000 appliance, back panel
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The following components are visible on the back panel of the SD-WAN WANOP 3000 appliance:

Four 600 GB removable solid-state drives. The top left solid-state drive stores both the appli-
ance’s software and the user data. The other three store only user data.

Power switch, which turns power to the appliance on or off. To turn off the power, press the
switch for five seconds.

USB port (reserved for a future release).

Non-maskable interrupt (NMI) button, for use at the request of Technical Support to produce a
core dump. You must use a pen, pencil, or other pointed object to press this red button, which
is recessed to prevent unintentional activation.

Disable alarm button, which is nonfunctional unless you install a second power supply. In that
case, it disables the alarm that sounds if the appliance is plugged into only one power outlet or
one of the power supplies fails.

Single power supply, rated at 450 watts, 100-240 volts.

Summary of Hardware Specifications

June 22,2020

The following table summarizes the specifications of the Citrix SD-WAN WANOP 800, 1000, 2000, and
3000 hardware platforms.

Table 1. Citrix SD-WAN WANOP 800, 2000, 1000, and 3000 Platforms Summary

Platform Performance

©19
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H/W Specifi-
cations

Bandwidth

Maximum
HDX sessions

Total sessions

Acceleration
Plug-in CCUs

SD-WAN
WANOP 800

Up to 6 Mbps

Model
400-002:
2Mbps

Model
400-006: 6
Mbps

Up to 60

500
NA

Hardware Specifications

H/W Specifi-
cations

Processor

Total disk
space

SSD
(dedicated
Compression
history)

RAM

SD-WAN
WANOP 800

2 Cores

1x160GB
SSD

40 GB

8GB

SD-WAN
WANOP 1000

Upto 10
Mbps

Model
800-002:
2Mbps

Model
800-006: 6
Mbps
Model
800-010: 10
Mbps

Up to 100

10,000
NA

SD-WAN
WANOP 1000

2 Cores

1x240GB
SSD

80 GB

8GB

SD-WAN
WANOP 2000

Model
1000-006: 6
Mbps

Model
1000-010: 10
Mbps

Model
1000-020: 20
Mbps

200

10,000
NA

SD-WAN
WANOP 2000

2 Cores

24 GB

SD-WAN
WANOP 3000

Model
2000-010: 10
Mbps

Model
2000-020: 20
Mbps

Model
2000-050: 50
Mbps

300

20,000
750

SD-WAN
WANOP 3000

4 Cores

1x 600 GB
SSD

275GB

32GB

Model
3000-050: 50
Mbps

Model
3000-100: 100
Mbps

Model
3000-155: 155
Mbps

500

50,000
1,000

4 Cores

4x 600 GB
SSD

15TB

© 1999-2021 Citrix Systems, Inc. All rights reserved.
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H/W Specifi-
cations

Network
Interfaces

Transceiver
support

Power
supplies

SD-WAN
WANOP 800

2 pair with
bypass
10/100/1000

No

Physical Dimensions

H/W Specifi-
cations
Rack Units

System width

System depth

System
weight
Shipping
dimensions
and weight

Environmental and Regulatory

H/W Specifi-
cations

Voltage
Power

consumption
(Max.)

SD-WAN
WANOP 800

1U
EIA 310-D for

19-inch racks
10.5” (26.7

cm)

8 lbs (3.5 kg)

26L x 18.5W x
6.5” H; 14 lbs

SD-WAN
WANOP 800

100/240 VAC,
50-60 Hz

200W

SD-WAN
WANOP 1000

2 pair with
bypass
10/100/1000

No

SD-WAN
WANOP 1000

1U
EIA 310-D for

19-inch racks
10.5” (26.7

cm)

8 lbs (3.5 kg)

26L x 18.5W x
6.5” H; 14 lbs

SD-WAN
WANOP 1000

100/240 VAC,
50-60 Hz

200W

SD-WAN
WANOP 2000

Yes

SD-WAN
WANOP 2000

32L x 23.5W x
7.5” H; 39 lbs

SD-WAN
WANOP 2000

SD-WAN
WANOP 3000

4x
10/100/1000
Base-T
copper
Ethernet

Yes

SD-WAN
WANOP 3000

1U

EIA 310-D for
19-inch racks

25.4” (64.5
cm)

32lbs (14.5
kg)

32L x 23.5W x
7.5” H; 39 lbs

SD-WAN
WANOP 3000

100/240 VAC,
50-60 Hz

300W

6 x
10/100/1000
Base-T
copper
Ethernet

1U

EIA 310-D for
19-inch racks
25.4” (64.5
cm)

32 lbs (14.5
kg)

100/240 VAC,
50-60 Hz

450 W
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H/W Specifi- SD-WAN SD-WAN SD-WAN SD-WAN
cations WANOP 800 WANOP 1000 WANOP 2000  WANOP 3000
Operating 10-35 10-35 0-40 0-40
Temperature
(degree
Celsius)
Non- -40-+70 -40-+70 -40-+70 -40-+70
operating
Temperature
(degree
Celsius)
Allowed 8%-90% 8%-90% 5%-95% 5%-95%
Relative
Humidity
Safety CSA/EN/IEC/UL CSA/EN/IEC/UL CSA TUV
certifications  60950-1 60950-1
Compliant, Compliant,
UL or CSA UL or CSA

Listed (USA Listed (USA
and Canada), and Canada),
CE Marking CE Marking

(Europe) (Europe)
Electromagneti FCC (Part 15 FCC (Part 15 FCC (Part 15 FCC (Part 15 FCC (Part 15
and Class A), EN Class A), EN Class A), EN Class A), CE, Class A), CE,
susceptibility 55022 Class 55022 Class 55022 Class C-Tick, C-Tick,
certifications A, EN 61000-3- A, EN61000-3- A, EN61000-3- VCCI-A, CCC, VCCI-A, CCC,
2/-3-3,CISPR  2/-3-3,CISPR  2/-3-3,CISPR  KCC, NOM, KCC, NOM,
22 Class A 22 Class A 22 Class A SASO, SABS, SASO, SABS,

PCT PCT

Environmental RoHS, WEEE RoHS, WEEE RoHS, WEEE RoHS, WEEE RoHS, WEEE
certifications

Citrix SD-WAN 800, 1000, 2000 and 3000 WANOP appliances

June 19, 2020

The SD-WAN 800, 1000, 2000 and 3000 appliances are 1U accelerators for use in datacenters and larger
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branch offices.

The SD-WAN 2000 can be thought of as a faster Repeater 8500 appliance with two accelerated bridges,
while the SD-WAN WANOP 3000 can be thought of as a faster Repeater 8800 with three accelerated
bridges. The configuration process, however, is not the same. Like the high-end Repeater SDX appli-
ance, SD-WAN 2000 and WANOP 3000 appliances use virtual machines for acceleration and manage-
ment, running under a XenServer hypervisor.

« SD-WAN 800 Series. A small 1U appliance suitable for medium-sized branch offices, the 800
Series has two accelerated bridges and supports WAN speed of up to 10 Mbps.

+ SD-WAN 2000 Series. A full-sized 1U appliance suitable for large branch offices and smaller dat-
acenters, the 2000 Series has two accelerated bridges and supports WAN speed of 10-50 Mbps.

+ SD-WAN 3000 Series. A full-sized 1U appliance suitable for the largest branch offices and
medium-sized datacenters, the 3000 Series has three accelerated bridges and supports WAN
speed of 50-155 Mbps.

The Citrix Compliance Regulatory Models are as follows:

« SD-WAN 800 WANOP: CB 504-2

« SD-WAN 1000 WANOP: CB 504-2

+ SD-WAN 2000 WANOP: NS 6xCu

« SD-WAN 3000 WANOP: NS 6xCu 6xSFP

AllSD-WAN platforms have similar components and hardware platforms offer a wide range of features,
communication ports, and processing capacities. All platforms support the SD-WAN software and
have multicore processors. These appliances have similar architectures, run the same release bina-
ries, and are fully supported with release 9.2.

SD-WAN 1000 Appliance with Windows Server

May 23,2019

The Citrix SD-WAN 1000 with Windows Server platform has a quad-core processor and 32 GB of mem-
ory. This platform has a bandwidth of up to 20 Mbps.

The following figure shows the front panel of a SD-WAN 1000 appliance with Windows Server.

Figure 1. Citrix SD-WAN 1000 with Windows Server, front panel

LEDs PFower Bullon

Reset Bution
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The front panel of the SD-WAN 1000 with Windows Server appliance has a power button and five LEDs.
The power button is used to switch the appliance on or off.

The reset button restarts the appliance.

The LEDs provide critical information related to different parts of the appliance.

« Power Fail - Indicates the power supply unit has failed.
« Information LED - Indicates the following:
| Status | Description |
|~
| Continuously ON and red | The appliance is overheated. (This might be a result of cable con-
gestion.) |
| Blinking red (1Hz) | Fan failure, check for an inoperative fan. |
| Blinking red (0.25Hz) | Power failure, check for the non-operational power supply. |
| Solid blue | Local UID has been activated. Use this function to locate the serverin a rack mount
environment. |
| Blinking blue (300 m/s) | Remote UID is on. Use this function to identify the server from a re-
mote location. |
« NIC1 and NIC2 - Indicate network activity on the LAN1 and WAN1 ports.
« HDD - Indicates the status of the hard disk drive.
« Power - Indicates that the power supply units are receiving power and operating normally.

The following figure shows the back panel of a SD-WAN 1000 appliance with Windows Server.

Figure 2. Citrix SD-WAN 1000 appliance with Windows Server , back panel

Accelerated Pair (apB)
Fan LANZ and WANZ2 AUX1 Port USEB Ports

0

=]
Enoo

Power Suppl e
SRRy RS-232 MGMT/Primarny
Accelerated Pair (apa) Console Port
LAN1T and WAN1 Port

The following components are visible on the back panel of a SD-WAN 1000 appliance with Windows
Server:

+ Cooling fan

+ Single power supply, rated at 200 watts, 110-240 volts

+ Accelerated pairs of Ethernet ports (apA and apB) which function as accelerated bridges
+ RS-232 serial console port

+ One AUX Ethernet port and one management port

« Two USB ports
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SD-WAN 2000 Appliance with Windows Server

May 23,2019

The Citrix SD-WAN 2000 with Windows Server platform is a 1U appliance with 1 quad-core processor
and 24 gigabytes (GB) of memory.

The following figure shows the front panel of the SD-WAN 2000 appliance with Windows Server.
Figure 1. Citrix SD-WAN 2000 appliance with Windows Server, front panel
Note: You cannot assign apA ports to Windows Server. However, you can assign AUX port to

Windows Server

Ethernet Ports
111, 1/2 = apA
173, 1/4 = apB

Management/Aux1
LCD Keypad LCD Port

Console Port LOM/Primary
Port

SD-WAN 2000 appliance with Windows Server has the following ports:
« An RS232 serial console port.

+ A copper Ethernet (RJ45) Port called the Lights out Management (LOM) port. You can use this
port to remotely monitor and manage the appliance independently of the appliance’s software.

+ Acopper Ethernet (RJ45) management port, numbered 0/1, and named PRI (primary). The man-
agement port is used to connect directly to the appliance for system administration functions.
You can use this port for initial provisioning of WAN optimization and Windows Server.

Note: The LOM port also operates as a management port.

« Four 10/100/1000Base-T copper Ethernet ports numbered 1/1, 1/2, 1/3, and 1/4 from left to
right. The four ports form two accelerated pairs, which function as accelerated bridges. Ports
1/1 and 1/2 are accelerated pair A (apA), and 1/3 and 1/4 are accelerated pair B (apB).

The following figure shows the back panel of the SD-WAN 2000 appliance with Windows Server.

Figure 2. Citrix SD-WAN 2000 appliance with Windows Server, back panel
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Solid State Drive Windows Reserve HDD Power Switch

USB port
NMI Button(Recessed) HDD for future use Button

Windows Boot Slot reserved Disable Alarm Power Supply

The following components are visible on the back panel of the SD-WAN 2000 appliance with Windows
Server:

+ 600 GB removable solid-state drive, which stores the appliance’s software and user data, and 1
TB hard disk drive.

« Power switch, which switches power to the appliance on or off. Press the switch for five seconds
to switch off the power.

« USB port (reserved for a future release).

+ Non-maskable interrupt (NMI) button, for use at the request of Technical Support to produce a
core dump. You must use a pen, pencil, or other pointed object to press this red button, which
is recessed to prevent unintentional activation.

« Single power supply, rated at 300 watts, 100-240 volts.

Ethernet Port Names

May 23, 2019

When configuring the appliance, you have to specify IP addresses for various Ethernet ports of the
appliance. The Ethernet ports are named differently on the front panel of Citrix SD-WAN 1000 and
2000 appliances with Windows Server, in the Citrix SD-WAN instance, and in the Windows Server, as
shown in the following table:

SD-WAN 1000WS SD-WAN 2000WS SD-WAN Instance Windows Server

MGMT (Blue) 0/1 (LOM/PRI) Primary Citrix PV Ethernet
Adapter #0: 0/1

AUX 0/2 (AUX) Aux Citrix PV Ethernet
Adapter #1: 0/2

apA LAN1/WCCP 1/1 apA.l N/A

(Green)

apA WAN1 1/2 apA.2 N/A
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SD-WAN 1000WS SD-WAN 2000WS SD-WAN Instance Windows Server

apB LAN2 1/3 apB.1* Double-click the
Desktop icon
nic_mapping.vbs to
display the
mapping**

apB WAN2 1/4 apB.2* Double-click the
Desktop icon
nic_mapping.vbs to
display the
mapping**

* Available to the SD-WAN instance only in four-port mode.
** Available to the Windows Server only in two-port mode.

Supported Features

June 22,2020

The following table lists various features supported on SD-WAN 1000 and 2000 appliances with Win-
dows Server.

Features table for Citrix SD-WAN 1000 and 2000 with Windows Server Series Appliances

Citrix SD-WAN 1000 with Citrix SD-WAN 2000 with
Windows Server series Windows Server series

AutoConfiguration Y Y

SD-WAN Plug-In N Y

Compression Y Y

RPC over HTTPS Y Y

SSL Compression Y Y

TCP Acceleration Y Y

Traffic Shaping Y Y

Video Caching Y Y
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Windows File System
Acceleration

Windows Outlook
Acceleration

XenApp/ XenDesktop
Acceleration

Group Mode

High Availability Mode
Inline Mode

Virtual Inline Mode
WCCP Mode

VLANs

Citrix SD-WAN 1000 with
Windows Server series

Y

< < < =< =< =

Summary of Hardware Specifications

May 23,2019

Citrix SD-WAN 2000 with
Windows Server series

Y

< < < =< =< =<

The following tables summarize the specifications of the SD-WAN 1000 and 2000 with Windows Server

hardware platforms.

H/W Specification

Windows Server version

Platform Performance

H/W Specification

Bandwidth
Maximum HDX sessions

Total sessions

SD-WAN 1000 with Windows
Server

Windows Server 2012 R2

SD-WAN 1000 with Windows
Server

Up to 20 Mbps

Up to 100

10,000

SD-WAN 2000 with Windows
Server

Windows Server 2012 R2

SD-WAN 2000 with Windows
Server

Up to 50 Mbps

300

20,000
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H/W Specification

Acceleration Plug-in CCUs

Hardware Specifications

H/W Specification

Processor

Total disk space

SSD (dedicated Compression
history)

RAM

Network Interfaces

Power supplies

Physical Dimensions

H/W Specification

Rack Units
System width
System depth
System weight

Shipping dimensions and
weight

SD-WAN 1000 with Windows
Server

N/A

SD-WAN 1000 with Windows
Server
4 Cores

1x300 GB SSD and 1x1 TB HDD

123 GB for Disk-Based
Compression (DBC); 25 GB for
video caching

32GB

2 pair with bypass
10/100/1000; 2 GigE ports for
Management and AUX ports

SD-WAN 1000 with Windows
Server

1uU

EIA 310-D for 19-inch racks
10” (25.4 cm)

8.5 lbs (3.9 kg)

26 Lx18.5Wx6.5” H; 14.5 lbs

Environmental and Regulatory

SD-WAN 2000 with Windows
Server

750

SD-WAN 2000 with Windows
Server

4 Cores

1x 600 GB SSD and 1X1 TB
HDD

225 GB for Disk-Based
Compression (DBC); 50 GB for
video caching

24GB

4x10/100/1000 Base-T
copper Ethernet; 2 GigE ports
for Management and AUX
ports

1

SD-WAN 2000 with Windows
Server

1U

EIA 310-D for 19-inch racks
25.4” (64.5 cm)

32 lbs (14.5 kg)
32Lx23.5Wx7.5” H; 39 lbs
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H/W Specification

Voltage
Power consumption (Max.)

Operating Temperature
(degree Celsius)

Non-operating Temperature
(degree Celsius)

Allowed Relative Humidity

Safety certifications

Electromagnetic and
susceptibility certifications

Environmental certifications

SD-WAN 1000 with Windows
Server

100/240 VAC, 50-60 Hz
200 W
10-35

-40 - +70

8% - 90% non-condensing

CSA/EN/IEC/UL 60950-1
Compliant, UL or CSA Listed
(USA and Canada), CE
Marking (Europe)

FCC (Part 15 Class A),
CCC, KCC, NOM, SASO,
CITC, EAC, DoC, CE, VCCI, RCM

RoHS, WEEE

SD-WAN 2000 with Windows
Server

100/240 VAC, 50-60 Hz
300W
0-40

-40 - +70

5%-95%

CSA/EN/IEC/UL 60950-1
Compliant, UL or CSA Listed
(USA and Canada), CE
Marking (Europe)

FCC (Part 15 Class A),

CCC, KCC, NOM, SASO,
CITC, EAC, DoC, CE, VCCI, RCM

RoHS, WEEE

Citrix SD-WAN 4100 and 5100 WANOP Appliances

June 19, 2020

Citrix SD-WAN 4100,5100 WANOP appliances are high-performance WAN accelerators for busy data-
centers. These appliances combine multiple virtual acceleratorinstances with a single virtual instance
of the NetScaler load-balancer, providing the performance of multiple SD-WAN WANOP appliancesin
a single package.

Citrix SD-WAN 4100, 5100 WANOP WAN accelerators are the high end of the Citrix SD-WAN product
line. They are designed to accelerate sites with WAN links with speeds more than 1 Gbps, especially
busy datacenters that communicate with many branch and regional sites.

A single SD-WAN WANOP 4100, 5100 appliance can support WAN speeds of up to 2 Gbps and up to
5000 XenApp/XenDesktop users.

For datacenters needing even more performance, multiple SD-WAN WANOP 4100/5100 appliances can
be deployed as a load-balanced array using the WCCP clustering feature.

Citrix SD-WAN WANOP 4100, 5100 is recommended at the hub of a hub-and-spoke deployment, where
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smaller appliances are used at the spokes, whenever the link speed or the number of XenApp/Xen-
Desktop users is higher than can be supported by a smaller appliance.

DC to DC Replication

If you require a secondary data center, SD-WAN WANOP 4000, 5000 appliances can provide optimiza-
tion for Data-Center to Data-Center replication. This optimization improves replication time and re-
duces bandwidth consumption.

For details on how to configure an SD-WAN WANOP appliance for DC-to-DC replication with NetApp
Snap Mirror, see http://support.citrix.com/article/CTX137181.

Architecture

June 25,2020
Internally, the SD-WAN 4000/5000 appliance contains several virtual machines:

« A Xen hypervisor

+ A NetScaler instance

+ At least two accelerator instances

« A management server instance that manages the GUI and other tasks
+ Internal networking

Figure 2. SD-WAN 4100/5100 virtual machines, internal networks, and external port usage (inline de-
ployment shown)

© 1999-2021 Citrix Systems, Inc. All rights reserved. 30


http://support.citrix.com/article/CTX137181

Citrix SD-WAN Platforms

Xan lManagement
Hypervisor Service
Managemant
Subnet Port 0/1 Tralfic
Shaper [
Accelerators
WAN

) External Traffic MetScaler
d Instance

Matwork Port 10/2 160.254,10.0/24,

169.254.20.0/24

Private Traffic Subnets

No WAN traffic enters or leaves the accelerators except as configured in the NetScaler instance. When
the appliance is first used, the Provisioning Wizard sets up an initial configuration that provides com-
munication and load balancing between the NetScaler instance and the accelerators.

The management service is the management configuration interface for the appliance, and provides
access to key operating and monitoring elements of the appliance. The management service displays
SD-WAN parameters as if they were from a single accelerator, and all changes made through this in-
terface are applied to all the accelerator instances.

The Xen hypervisor hosts all the virtual machines. The hypervisor is not user-configurable and should
not be accessed except at the request of Citrix.

Internal and External Networks

The external network interfaces are divided into two categories: traffic interfaces and management
interfaces.

Traffic Interfaces—The traffic interfaces include all the network interfaces except ports 0/1 and 0/2,
which are used only for management. Acceleration takes place only on the traffic interfaces.

Note: You must keep the traffic interfaces isolated from the management interface to prevent
ARP flapping and other problems. This isolation can be achieved physically or by tagging man-
agement interface and traffic interface packets with different VLANSs.

Management subnet—The virtual machines connect directly to the external management subnet,
with different IP addresses for the management service, NetScaler instance, and XenServer.
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Note: You must keep the traffic interfaces isolated from the management interface to prevent
ARP flapping and other problems. This isolation can be achieved physically or by tagging man-
agement interface and traffic interface packets with different VLANSs.

Private Internal traffic subnet—The accelerators’ accelerated ports are connected to the NetScaler
instance internally in a one-arm mode, using an internal traffic subnet. There is no direct connection
between the instances’ accelerated ports and the appliance’s external ports. All accelerated traffic to
the accelerators is controlled by the NetScaler instance.

Since this internal subnet is not accessible from outside the appliance, it uses non-routable subnets
in the 169.254.0.0/16 range. The NetScaler instance provides NAT for features that require routable
access to the accelerator. Only the following two features of the accelerators require IP addresses
that can be reached from the outside world:

+ The signaling IP address, used for secure peering and the SD-WAN Plugin.
« IP addresses, used for communication with the router when the WCCP protocol is used.

In both cases, the number of externally visible IP addresses is independent of the number of acceler-
ators the appliance has.

The internal traffic subnet requires two IP addresses per accelerator, plus an address for the NetScaler,
plus one or two WCCP VIP addresses if WCCP is used. Since the internal network is private, it has an
abundance of address space for these tasks.

Data Flow on the Private Traffic Subnet—The one-arm connection between the NetScaler instance
and the accelerators uses the SD-WAN virtual inline mode, in which the NetScaler instance routes
packets to the accelerators and the accelerators route them back to the NetScaler instance. Traffic
flow over this internal traffic subnet is identical regardless of whether the mode visible to the outside
world (on the external interfaces) is inline, virtual inline, or WCCP.

This traffic requires the SD-WAN “Return to Ethernet Sender” option, and the NetScaler MAC Address
Forwarding and Use Subnet IP options, which are enabled by the Provisioning Wizard.

Deployment Mode Summary: The differences between WCCP mode, inline mode, and virtual inline

mode can be summarized as follows:

+ WCCP mode is a one-arm configuration. The accelerators establish WCCP control channels with
the router. In WCCP mode, only one or two accelerators manage the WCCP control channel on
behalf of all the accelerators. Data traffic is load-balanced across all the accelerators. When
GRE encapsulation is used, the NetScaler instance performs GRE encapsulation/decapsulation
on the data stream between itself and the router, allowing the data between the NetScaler and
the accelerators to use a decapsulated, Level-2 configuration.

« Inline mode operates much the same as WCCP mode internally, but externally the appliance
emulates a bridge, and no WCCP control channel is established. A packet that enters the appli-
ance on one bridge port exits through the other bridge port. SD-WAN 4000 and 5000 appliances
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have multiple bridges to support multiple inline links.

« In virtual inline mode (used when WCCP and inline modes are not feasible), the appliance is
deployed in a one-arm configuration, much like WCCP, but without the WCCP control channel.
Traffic is sent to the appliance from the router, using policy-based routing (PBR) rules. The ap-
pliance processes the traffic and returns it to the router.

Figure 3. WCCP and virtual inline cabling
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WCCP
Appliance

See SD-WAN 4100/5100 virtual machines, internal networks, and external port usage for a diagram of
port usage on SD-WAN 4100/5100 appliances. Traffic ports are arranged as a set of accelerated bridges,
while the management ports are independent. Typically only one management port is used.

Figure 4. Inline cabling
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Accelerated Bridges

SD-WAN 4100/5100 appliances have multiple accelerated bridges. Different models have different
numbers and types of bridge ports. The two ports making up such a bridge are called an “accelerated
pair.” All current models include a built-in network bypass function. (Some older SD-WAN 4100-500
and 4100-1000 units do notinclude network bypass). The network bypass function (also called “fail to
wire”) connects pairs of ports together if the appliance fails as a result of either power loss or software
failure (as determined by an internal watchdog timer).

Inline deployment. The bypass function allows SD-WAN 4100/5100 to be deployed in line with your
WAN, typically between your LAN and your WAN router, without introducing a point of network failure.
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The accelerated bridges support either 1 Gbps or 10 Gbps data rates. Ethernet and SFP+ interfaces are
supported, depending on model.

One-arm deployment. One-arm deployments are also supported, using WCCP or virtual inline
modes. With such deployments, an SD-WAN 4000/5000 traffic port is connected directly to a port on
the WAN router. The other port on the bridged pair is left unconnected.

Performance considerations. Inline deployments provide higher performance than the one-arm de-
ployments, because the use of two ports instead of one doubles the peak throughput of the interfaces.

Peak throughput is important with SD-WAN 4100/5100 appliances, because the compressor provides
acceleration in proportion to the compression ratio. That is, a connection that achieves 100:1 com-
pression transfers data 100 times faster than an uncompressed connection, as long as the rest of the
network path can keep up.

For example, take a datacenter with a 500 Mbps WAN link and a 1 Gbps LAN. The small 2:1 speed ratio
between the WAN and LAN allows compression to provide only a 2x speedup on a whole-link basis,
because there is no way to get data onto or off of the LAN at speeds above 1 Gbps. A 10 Gbps LAN,
which allows a tenfold increase in peak data rates, is recommended for use with SD-WAN 4100/5100
deployments.

When an SD-WAN 4100/5100 appliance is deployed in a one-arm mode, the peak transfer rate is cutin
half. An SD-WAN 4100/5100 in one-arm mode, connected to the router with a 1 Gbps LAN interface, sat-
urates this interface when the WAN is running at full speed in both directions. For good performance,
SD-WAN 4100/5100 must have a LAN interface that is much faster than the WAN. When the appliance
is connected directly to the router in a one-arm mode, use a 10 Gbps router port.

Note

The 10 Gbps ports support 10 Gbps only. They do not negotiate lower speeds. Use the 1 Gbps
ports for 1 Gbps networks.

Other ports
An SD-WAN 4100/5100 appliance has atleast two non-accelerated ports. Port 0/1 is typically used for

management, Port 0/2 is present but typically not used. A Light Out Management (LOM) port is also
provided. An RS-232 port can be used for management.

SD-WAN 4100 WANOP

June 19, 2020
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Citrix SD-WAN 4100 WANOP are 2U appliances. Each model has two 6-core processors for a total of 12
physical cores (24 cores with hyper-threading), and 48 gigabytes (GB) of memory. The Citrix SD-WAN
4100 WANOP has a bandwidth of 310 Mbps, 500 Mbps, and 1 Gbps, respectively.

The following figure shows the front panel of the Citrix SD-WAN 4100 appliance.

Figure 1.Citrix SD-WAN 4100, front panel
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The Citrix SD-WAN 4100 WANOP appliances have the following ports:

« 10/100Base-T copper Ethernet Port (RJ45), also called LOM port. You can use this port to re-
motely monitor and manage the appliance independently of the appliance’s software.

+ RS232 serial console port.

+ Network Ports

1x 2-port 10/1G Bypass

1x 4-port 1G Bypass

1x 4-port 10G/1G

1x 2-port 10G (Hidden)

The following figure shows the back panel of the Citrix SD-WAN 4100 WANOP appliance.

Figure 2. Citrix SD-WAN 4100 WANOP back panel

vl SLane Daiee

The following components are visible on the back panel of the Citrix SD-WAN 4100 WANOP appliance:

« Four 800 GB removable solid-state drives, which store the appliance’s compression history.

« Two 1 TB removable hard disk drives.

+ Power switch, which turns off power to the appliance, as if you were to unplug the power supply.
Press the switch for five seconds to turn off the power.
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« Disable alarm button. This button is functional only when the appliance has two power sup-
plies. Press this button to stop the power alarm from sounding when you have plugged the ap-
pliance into only one power outlet or when one power supply is malfunctioning and you want
to continue operating the appliance until it is repaired.

« Two power supplies (either AC or DC). providing full hot swap redundancy.

SD-WAN 5100 WANOP

June 19,2020

Citrix SD-WAN 5100 WANOP is a 2U appliance. Each model has 10-core processor with 2.80 GHz and
128 gigabytes (GB) of memory. The Citrix SD-WAN 5100 WANOP appliance has a bandwidth of 2 Gbps.

The following figure shows the front panel of the Citrix SD-WAN 5100 WANOP appliance.

Figure 1. Citrix SD-WAN 5100 WANOP, front panel

LCD Keypad LCD 10G Ports

LOM Port Console Port Management

Ports

The Citrix SD-WAN 5100 WANOP appliance has the following ports:

» 10/100Base-T copper Ethernet Port (RJ45), also called LOM port. You can use this port to re-
motely monitor and manage the appliance independently of the appliance’s software.
« RS232 serial console port.
« Ethernet ports:
- Two 2-port 10/1G bypass, One 4-port 10G/1G, One 2-port 10G.

These ports are used to connect directly to the appliance for system administration functions.
The following figure shows the back panel of the Citrix SD-WAN 5100 WANOP appliance.

Figure 2. Citrix SD-WAN 5100 WANOP, back panel
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Drive, Capacity 1TB, 2.5", SATA

| i |
| W
Boot drive bay 1, 2- [HDDs]->Hard

Drive bay 3,4,5-[SSDs]>
6Gh/s Solid 5tate Drive, 960GB

Drive bay 6,7,8-[Plastic Filler]
> 2.5" 55D Plastic Drive Tray
Filler

Power button

Power supply

The following components are visible on the back panel of the Citrix SD-WAN 5100 WANOP appliance:

+ Six 800 GB removable solid-state drives, which store the appliance’s compression history.

+ Power switch, which turns off power to the appliance, as if you were to unplug the power supply.
Press the switch for five seconds to turn off the power.
« Two 1 TB removable hard disk drive.

« Disable alarm button. This button is functional only when the appliance has two power sup-
plies. Press this button to stop the power alarm from sounding when you have plugged the ap-
pliance into only one power outlet or when one power supply is malfunctioning and you want
to continue operating the appliance until it is repaired.

« Two power supplies (either AC or DC). providing full hot swap redundancy. Each power supply
has an LED indicating its status.

Summary of Hardware Specifications

June 19,2020

The following tables summarize the specifications of the Citrix SD-WAN 4100/5100 WANOP hardware

platforms.

Specifications

Bandwidth
Regulatory model number
Processors

HDD

SSD

Memory

4100 WANOP

Up to 1 Gbps
2U1P1B
2 X6 Core 2.60 GHz

2x 1 TB HDD boot drives in
RAID 1 (mirroring) mode

4x 800 GB
96 GB

5100 WANOP

Up to 2 Gbps
2U1P1D
2 X 10 Core 2.80 GHz

2x 1 TB HDD boot drives in
RAID 1 (mirroring) mode

6x 800 GB
128 GB
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Specifications

Number of power supplies

AC power supply

DC power supply

Maximum AC power
consumption

Maximum DC power
consumption

Airflow (front to rear)
Heat Dissipation

Package weight (lbs.)
Shipping dimensions and
weight

Dimensions

System weight (lbs.)
Rack Units
Width

Depth
Operating temperature
Non-operating temperature

Humidity range
(non-condensing)

Safety certifications

4100 WANOP
2 power supplies providing
full hot swap redundancy

100-240V ac, 50 Hz to 60 Hz, 2
x9.0to 4.5A

-36Vdcto-72Vdc,2x25.5t0
13.0A

633 W

712 W

65 CFM, typical
137 W/FT 2/FT, typical
62 lbs (28.1 kgs)

36.5” x24.5” by 11” (93 cm x
63 cm x 28 cm)

45 bs (20.4 kg)
2U

EIA310-D, IEC 60297, DIN
41494 SC48D rack 17.25” (44
cm)

28“(71.1 cm)
32-104 F (0-40C)
14F to 140F (-10C to 60C)

5%-95% non-condensing

IEC 60950-1, second Edition;
CSA 60950-1, second Edition;
UL 60950-1, second Edition;
AS/NZS 6050-1

5100 WANOP
2 power supplies providing
full hot swap redundancy

100-240V ac, 50 Hz to 60 Hz, 2
x9.0to 4.5A

-36Vdcto-72Vdc,2x25.5t0
13.0A

822 W

895 W

65 CFM, typical
144 W/FT 2/FT, typical
64 Ibs (29.10 kgs)

36.5”x24.5” by 11”7 (93 cm x
63 cm x 28 cm)

47 lbs (27 kg)
2U

EIA310-D, IEC 60297, DIN
41494 SC48D rack 17.25” (44
cm)

28“ (71.1 cm)
32-104 F (0-40C)
14F to 140F (-10C to 60C)

5%-95% non-condensing

IEC 60950-1, second Edition;
CSA 60950-1, second Edition;
UL 60950-1, second Edition;
AS/NZS 6050-1
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Specifications 4100 WANOP 5100 WANOP

EMC & susceptibility US (FCC (Part 15 Class A)); US (FCC (Part 15 Class A));
Europe (CE (EN55022/55024)); Europe (CE (EN55022/55024));
Australia (RCM), Japan (VCCI),  Australia (RCM), Japan (VCCI),
Korea (KCC), Taiwan (BSMI), Korea (KCC), Taiwan (BSMI),
China (CCC), India (BIS), China (CCC), India (BIS),
Russia (EAC), Saudi Arabia Russia (EAC), Saudi Arabia
(CITC), Brazil (Anatel), South (CITC), Brazil (Anatel), South
Africa (ICASA), Mexico (NOM),  Africa (ICASA), Mexico (NOM),
Egypt (NTRA), Israel (MoC) Egypt (NTRA), Israel (MoC)

Environmental compliance RoHS, REACH, WEEE RoHS, REACH, WEEE

Lights Out Management Port of the SD-WAN WANOP 4100/5100
Appliance

May 23,2019

The SD-WAN 4100/5100 appliances have an Intelligent Platform Management Interface (IPMI), also
known as the Lights out Management (LOM), port on the front panel of the appliance. By using the
LOM, you can remotely monitor and manage the appliance, independently of the SD-WAN 4100/5100
software. You can remotely change the IP address, perform different power operations, and obtain
health monitoring information of the appliance by connecting to the appliance through the LOM port.

By connecting the LOM port over a dedicated channel that is separate from the data channel, you can
make sure that connectivity to the appliance is maintained even if the data network is down.

Accessing the LOM Port by using a Web Browser

By using a web browser you can remotely log on to the LOM port to obtain information about the
appliance and perform different operations on the appliance.

To access the LOM by using a web browser

1. In a web browser, type the IP address of the LOM port. For initial configuration, type the port’s
default address.

2. Inthe User Name box, type nsroot.

3. Inthe Password box, type nsroot.
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Configuring the LOM Port

You can use the Intelligent Platform Management Interface (IPMI), also known as the Lights Out Man-
agement (LOM) port, to remotely monitor and manage the appliance, independently of the NetScaler
software. For initial configuration of the lights-out management (LOM) port, connect to the port’s
default IP address and change it to the address that you want to use for remote monitoring and man-
agement. Also specify the administrator credentials and the network settings.

Note: The LEDs on the LOM port are unoperational by design.

To configure the NetScaler LOM Port

1. Connect the LOM port to a management workstation or network.
2. Inaweb browser, type: http://192.168.1.3.

Note: The NetScaler LOM port is preconfigured with the IP address 192.168.1.3 and subnet
mask 255.255.255.0.

3. Inthe User Name box, type nsroot.
4. Inthe Password box, type nsroot.
5. On the Configuration tab, click Network and type values for the following parameters:

+ IP Address—IP address of the LOM port.
» Subnet Mask—Subnet mask used to define the subnet of the LOM port.
« Default Gateway—IP address of the router that connects the LOM port to the network.

6. Click Save.

Power Cycling the appliance

You can remotely turn off the appliance and turn it back on. The result is similar to pressing the power
button on the back panel of the appliance for less than two seconds.

To power cycle the appliance

In a web browser, type the IP address of the LOM port.

In the User Name and Password boxes, type the administrator credentials.
In the Menu bar, click Remote Control.

Under Options, click Power Control, and then click Power Cycle System.

o w e

Click Perform Action.
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Accessing the appliance by using the Access Console

The LOM port allows you to remotely access and manage the appliance by logging on to a redirected
console.

To access the appliance by using the access console

In a web browser, type the IP address of the LOM port.

In the User Name and Password boxes, type the administrator credentials.
In the Menu bar, click Remote Control.

Under Options, click Console Redirection.

Click Launch Console, and then click Yes.

Type the administrator credentials for the appliance.

oA~ W

Obtaining Health monitoring Information

You can log on to the LOM port to view the health information about the appliance. All system sen-
sor information, such as system temperature, CPU temperature, status of fan and power supplies,
appears on the sensor readings page.

To obtain health monitoring information

In a web browser, type the IP address of the LOM port.

In the User Name and Password boxes, type the administrator credentials.
In the Menu bar, click System Health.

Under Options, click Sensor Readings.

> wnh e

Power Control Operations using the LOM Port

You can remotely perform different power control operations, such as restarting the appliance, per-
forming a graceful shutdown, and performing a forced shutdown, by using the LOM port.

To perform power control operations

1. In aweb browser, log on to the LOM port by using the administrator credentials.
2. Inthe Menu bar, click Remote Control.
3. Under Options, click Power Control, and then select one of the following options:
+ Reset System—Restart the appliance.
+ Power Off System - Immediate—Disconnect power to the appliance without shutting
down the appliance.
+ Power On System—Turn on the appliance.
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+ Power Cycle System—Turn off the appliance, and then turn it back on.
4. Click Perform Action.

Troubleshooting Tips

June 19,2020

While most installations complete smoothly, some installations require knowledge of the appliance’s
internal structure or the use of little-known features before you can perform more monitoring and
troubleshooting. These troubleshooting tips provide information and techniques that allow a more
in-depth analysis of the appliance.

Understanding internal addresses

Some reports show addresses on the private subnets within the SD-WAN 4100/5100, so it’s good to
know what these addresses mean. These subnets connect the virtual machines together, without
connecting to external ports.

All these addresses are on the local link subnet 169.254.0.0/16, described in RFC3927. This address
space is segmented into three partly overlapping subnets: system management, private traffic, and
accelerator management subnets.

Virtual machines in the SD-WAN 4100 and 5100. The system management subnet is not shown in this
diagram. The traffic shaper manages traffic from all accelerators and is controlled via the accelerator
GUL.
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Xan Management
Hypervisor Service
WAN Op
Manageameant
Subnet Port V1 Traffic
[ Shaper
Accelerators
WAN
<> @ Port 10/1
Extemal Traffic '::;i’“:égr
Metwork Porl 1072 169.254.10.024,
160 254 20.0/24
Private Traffle Subnats
1
System management subnet
Function Address

Management Service
NetScaler Instance

XenServer

169.254.0.10/16
169.254.0.11/16
169.254.0.1/16

Private traffic subnet

Function

Address

apA IP, accelerators 1-8
apA Signaling IP, accelerators 1-8

NetScaler Instance

169.254.10.21/24 - 169.254.10.28/24
169.254.10.121/24 - 169.254.10.128/24
169.254.10.11/24

Accelerator management subnet
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Function Address

Accelerator unified management IP (controls 169.254.0.20/24
all accelerators)

Primary Port IP, accelerators 1-8 169.254.0.21/24 - 169.254.0.28/24

Checking and correcting accelerator instance status

Sometimes an error message may indicate an issue with one of the virtual machines in the appliance.
To check their status, go to the System Configuration page and select an Instance view of either the
SD-WAN or NetScaler subsystems. For example, the SD-WAN page.

+ Afully active instance shows a green circle for VM State, Instance State, and Licensed.

 Your appliance may have more instances present than are licensed; ignore the unlicensed in-
stances.

+ If the VM State or Instance State of the remaining instances is not green, use the “Rediscover”
action to attempt to bring these instances back into operation.

You can also get detailed information for each instance:

« Everyinstance should have a Status of “Inventory from SD-WAN Instance completed.

+ Every instance should be running the same version of the software.

« Every instance should have the netmask (255.255.255.0) and gateway (169.254.0.20).

« Instances that show an uptime shorter than other instances have rebooted since the last whole-
system reboot.

Logging into the NetScaler instance

Sometimes it is useful to log into the NetScaler instance to check its status or do configuration. You
can log into the NetScaler instance from the NetScaler Instances page of the view, as shown in the
following. Click the IP Address link.

You can also log into the NetScaler instance directly from your browser if you know its IP address on
the management port (port 0/1).

Once logged in, you can see the NetScaler GUI, which identifies itself as NetScaler VPX at the top of
the page.

Thisisthe standard NetScaler user interface. Using monitoring features is safe. Configuration changes
should be made with caution, as the SD-WAN 4100/5100 makes undocumented assumptions about
how the NetScaler instance is configured.
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Using ping and traceroute

The ping and traceroute utilities are not available on the accelerator instances, as they are on other
SD-WAN products. Instead, you can use the equivalent features on the NetScaler instance, using the
Diagnostics page as shown in the following illustration.

These features work over your external network and on the appliance’s internal subnets.

Using the system dashboard

Unlike the SD-WAN Dashboard, the System Dashboard page is devoted largely to hardware monitor-
ing.
» The System Health tables show a status summary, with a Details link for expanded information
in graphical form.
+ The Events tables show a status summary, with a Show Events link to see the related log entries.
« If several ports are marked as Down, which is only an error if a cable is supposed to be present.
Most appliances have several unused ports.
« Fail To Wire lists FTW Disabled for all ports. This means that the network bypassing feature is
notenabled on this appliance. Examination of the FTW Events showed that there were no actual
events, indicating that the feature is probably disabled.

For each warning or error, more details are available through the Details links or Show Events but-
tons.
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Logging in to different instances via SSH

You can log into some of the virtual machines from the management port (port 0/1) using an ssh util-
ity (such as PuTTY on Windows), logging in either as root or nsroot and using the administrative pass-
word. This gives you a shell prompt.

The most common use for logging on via SSH is to restore the IP address of an instance, typically
the management service, that has become unreachable due to misconfigured network parameters.
Otherwise, SSH is not recommended, as configuration changes can render the appliance unstable or

unusable.

If neither of the two instances below are accessible over the network, you can log into the XenServer
instance using the RS-232 port, which will give you a shell prompt.

Once logged into one of these virtual machines, you can use SSH from the shell prompt to reach the
NetScaler instance or the accelerator at the appropriate 169.254.x.x address.

The usual UNIX/Linux commands are available, including the text editor.

Instance Login Password Actual Username
Management Service  nsroot Admin password root
Management Service  root Admin password root

XenServer nsroot Admin password nsroot
XenServer root Admin password root

Monitoring individual accelerator instances

Logging into the accelerator GUI IP allows you to manage all the accelerator instances as a unit.
Changes are automatically propagated to all the accelerator instances.

On rare occasions, you may wish to troubleshoot individual accelerator instances.

The login for the instances is admin. The password is the same admin password as is used on the
other instances.

Thisisrecommended for monitoring, not for making permanent changes, since any parameter you set
in an instance may be overwritten later by the synchronization process. To do this, use the following
URLs:

Accelerator Instance URL
1 https:
2 https:
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Accelerator Instance URL

8 https:

Using individual elements of the update bundle

The update bundles distributed by Citrix are in a simple .tgz format (a tar archive compressed with
gzip). It is sometimes useful to extract individual components from the archive, rather than going
back to the Citrix Web site and downloading them individually. This is most commonly useful with
the management service (build-svm*.tgz) or the accelerator release (orbital*.bin).

The update bundle is managed by tar/gzip or by archiving utilities like 7-zip.

Supported Features

May 23, 2019

Table 1. Features Table for Citrix SD-WAN 4100 and 5100 WANOP Series Appliances

Features Citrix SD-WAN 4100 series Citrix SD-WAN 5100 series
Auto Configuration N N
SD-WAN Connector Y Y
SD-WAN Plug-In Y Y
Compression Y Y
RPC over HTTPS Y Y
SSL Compression Y Y
TCP Acceleration Y Y
Traffic Shaping Y Y
Video Caching N N
Windows File System Y Y
Acceleration

Windows Outlook Y Y
Acceleration

XenApp/ XenDesktop Y Y

Acceleration
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Features Citrix SD-WAN 4100 series Citrix SD-WAN 5100 series
Group Mode N N
High Availability Mode Y Y
Inline Mode Y Y
Virtual Inline Mode Y Y
WCCP Mode Y Y
VLANs Y Y

Standard Edition

April 15,2021
Important

The NetScaler SD-WAN product is rebranded to Citrix SD-WAN. All references to the term
NetScaler SD-WAN are applicable to the new product term Citrix SD-WAN.

The Citrix SD-WAN Standard appliances include the following editions:

« SD-WAN Standard Edition 110

SD-WAN Standard Edition 210

SD-WAN Standard Edition 400, and 410
SD-WAN Standard Edition 1000, 2000, and 2100
SD-WAN Standard Edition 4000, 4100, and 5100
SD-WAN Standard Edition 6100

SD-WAN Standard Edition 1100

Installing the hardware

September 27,2021

After you have determined that the location where you will install your appliance meets the environ-
mental standards and the serverrackisin place, you are ready to install the hardware. After you mount
the appliance, you are ready to connect it to the network, to a power source, and to the console termi-
nal that you can use for initial configuration. To complete the installation, you turn on the appliance.
Be sure to observe the cautions and warnings listed with the installation instructions.
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Appliance physical installation instructions and precautions

+ Place the appliance indoor along with its associated power connectors, power supply cables,
and antennas. Do not expose the appliance and its associated components to external weather.

« Mount the appliance such that it does not vibrate. Use a rack or wall mount to minimize poten-
tial vibrations.

» Determine the placement of each component in the rack before you install the rack.
« Install the equipment near an electrical outlet for easy access.

+ Mount the appliance with sufficient air ventilation. Do not run the appliance at a location that
does not meet the environment specifications. For details on operating temperature, and other
environment specifications, see the Citrix SD-WAN Data Sheet.

+ Foraclosed or multiple-unit rack assembly, the ambient operating temperature of the rack envi-
ronment might be greater than the ambient temperature of the room. Therefore, consider the
lowest and highest operating temperatures of the equipment when making a decision about
where to install the appliance in the rack.

Most appliances can beinstalled in standard server racks that conform to EIA-310-D specification. The
appliances ship with a set of rails, which you must install before you mount the appliance. The only
tools that you need for installing an appliance are a Phillips screwdriver and a flathead screwdriver.

Warning: If you are installing the appliance as the only unitin the rack, mount it at the bottom. If the
rack contains other units, make sure that the heaviest unit is at the bottom. If the rack has stabilizing
devices available, install them before mounting the appliance.

Your appliance requires one or two rack units depending on the height of the appliance.

Cautions

+ Electrostatic discharge (ESD) can damage your equipment.

+ Do not place any objects on the appliance.

« Do not cover vent holes on the side of the appliance.

+ Metal surface of the appliance can get heated up.

+ Use caution when touching the metal surface of the appliance.

Electrical safety precautions

During installation or maintenance procedures, wear a grounding wrist strap to avoid ESD damage to
the electronics of the appliance. Use a conductive wrist strap attached to a good earth ground or to
the appliance. You can attach it to the connector beside the ESD symbol on the back.

Follow basic electrical safety precautions to protect yourself from harm and the appliance from dam-
age.
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+ Be aware of the location of the emergency power off (EPO) switch, so that you can quickly re-
move power to the appliance if an electrical accident occurs.

+ Do not use mats designed to decrease static electrical discharge as protection from electrical
shock. Instead, use rubber mats that have been designed as electrical insulators.

« Ensure that the power supply cords include grounding plugs and are plugged into grounded
electrical outlets.

+ Ensure that the power source can handle the appliance’s maximum power consumption rating
with no danger of an overload.

+ A reliable ground must be maintained always. Therefore, the rack should be grounded. Pay
particular attention to power supply connections other than the direct connection to the branch
circuit (for example, connections to power strips).

Warning

There is a risk of Explosion, if the battery is replaced with an incorrect battery type.

Desktop mount

Citrix SD-WAN appliances can be desktop mounted using the rubber feet shipped in the appliance
package.

Rack mount the appliance

The rackmount chassis of for SD-WAN appliances fits a standard rack and takes 1U of racking height.
The appliance can be placed on any flat surface, or mounted in any standard rack unit with the pro-
vided rack-mount brackets and screws.

To install the appliance into a rack:

1. Ensure that the appliance is placed on a stable surface before rack-mount installation.
2. Attach the provided rack-mount brackets to the sides of the appliance using the provided
bracket screws.
+ If you are installing the appliance into a four-post rack, attach the rack-mount brackets
with the handles aligned with the front of the appliance.
« If you are installing the appliance into a two-post rack, attach the rack-mount brackets
with the handles aligned with the middle of the appliance.
3. Position the appliance in the rack. Ensure there is enough room around the device to allow for
sufficient air flow.
4. Line up the rack-mount bracket holes to the holes on the rack and ensure that the SD-WAN 1100-
SE and PE appliance are level.
5. Finger tighten four rack-mount screws to attach the appliance to the rack.
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6. Tighten the rack-mount screws with an appropriate screwdriver.
7. Plugthe provided power cable.

Rack mount the appliance:

Rack mounted with primary and
secondary (optional) adapters

Connecting the appliance to a power source

The number of power cables shipped with an appliance depends on the number of power supplies
on the appliance. Appliances that come with two power cables can also operate if only one power
cable is connected. Appliances that come with four power cables can also operate if only two power
cables are connected. A separate ground cable might not be required, because the three-prong plug
provides grounding.

1. Connect the power cable to one of the inlet receptacles on the back of the appliance, and con-
nect the other end of the power cable to a power outlet.

2. If your appliance has more than one power supply, repeat this process. The additional power
supply is a redundant, hot-swappable power supply.

3. The Citrix SD-WAN appliance boots up.

Connecting the appliance to the network

1. Verify that the appliance is connected through a console or Ethernet port. This ensures that you
can configure the appliance after it is switched on.

2. Press the ON/OFF toggle power switch on the back panel of the appliance.
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Connect the interfaces on the appliance to the network ports on the appropriate switches by using
Ethernet or fiber optic cables. Connecting multiple network ports to the same switch or VLAN can
result in a network loop.

Setting up the appliance

1. If you are configuring the appliance using Zero Touch Deployment (ZTD), refer to the following
link on the docs.citrix.com site; Zero Touch Deployment

2. If you are configuring a hardware SD-WAN appliance, physically connect the appliance to a PC.
Refer to the following link on the docs.citrix.com site; configuring SD-WAN hardware

To set up your Citrix SD-WAN appliance hardware, do the following:
1. Setup the chassis.

« Citrix SD-WAN appliances are installed in a standard rack. For desktop installation, place
the chassis on a flat surface. Ensure that there is a minimum of 2 inches of clearance at the
sides and back of the appliance for proper ventilation.

2. Connect the Power.

« Ensure that the power switch is set to off.
+ Plugthe power cord into the appliance and an AC outlet.
+ Press the power button on the front of the appliance.

3. Connect the appliance Management Port to a PC. Connect the appliance to a PC in preparation
for completing the next procedure, setting the Management IP address for the appliance.

Note: Before you connect the appliance, ensure the Ethernet port is enabled on the PC. Use an
Ethernet cable to connect the SD-WAN Appliance Management Port to the default Ethernet port
onaPC.

To configure the management IP address for a hardware SD-WAN appliance, do the following:
Note: Repeat the following process for each hardware appliance you want to add to your network.
1. If you are configuring a hardware SD-WAN appliance, physically connect the appliance to a PC.

« If you have not already done so, connect one end of an Ethernet cable to the Management
Port on the appliance, and the other end to the default Ethernet port on the PC.

Note: Ensure that the Ethernet port is enabled on the PC you are using to connect to the appli-
ance.

2. Record the current Ethernet port settings for the PC you are going to use to set the appliance
management IP address. Change the Ethernet port settings on the PC before you can set the
appliance management IP address. Record the original settings so you can restore them after
configuring the management IP address.
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3. Change the IP address for the PC. On the PC, open your network interface settings and change
the IP address for your PC to the following: 192.168.100.50

4. Change the Subnet Mask setting on your PC to the following: 255.255.0.0

5. Onthe PC, open a browser and enter the default IP address for the appliance. Enter the follow-
ing IP address in the address line of the browser: 192.168.100.1

Note: Use Google Chrome browser when connecting to an SD-WAN appliance. Ignore any
browser certificate warnings for the Management Web Interface.

The SD-WAN management web interface login screen on the connected appliance is displayed.

1. Enter the administrator user name and password, and click Login. After you log into the man-
agement web interface, the Dashboard page appears.

+ Default administrator user name: admin<!--NeedCopy-->
« Default administrator password: password<!--NeedCopy-->

Note

Change the default password. Record the password in a secure location, as password recovery
might require a configuration reset.

Install Fiber Patch Cable in Ports 10/3 and 10/4

Through release 9.3, on an appliance, SD-WAN ports 10/3 and 10/4 must be connected with the pro-
vided cable, as shown in the following figure.

Note

Fiber patch cable for 10/3 and 10/4 port is applicable only to the 4000 and 5000 WANOP series
appliances.

Starting with release 9.3, the patch cable is no longer required, and can be omitted if:

+ The appliance was shipped from the factory with release 9.3 or later, or

« The appliance was shipped from the factory with release 9.3 or earlier, but you upgrade it to
later version and change the default loopback in the management service (on System > Con-
figuration > System > Configure Loopback Settings).

If you decide to eliminate the need to use loopback cable, the ports 10/3 and 10/4 are still reserved.
These ports are not available for WAN optimization.

To install the patch cable

1. Connect the LC-to-LC cable to the ports as shown in the figures above.
2. Insert one end of the cable into port 10/3.
3. Insert the other end of the cable into port 10/4.
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Citrix SD-WAN 110 Standard Edition Appliances

September 8, 2021

The Citrix SD-WAN 110 SE platformis a branch side appliance that can be deployed in micro and small
branch offices/ remote sites/ home offices / retail stores, and temporary worksites. A single box-in-
branch solution helps to reduce the hardware footprint and eases branch deployment.

The Citrix SD-WAN 110-SE appliance is a desktop form factor appliance. This appliance has 2-core
processor with 4 GB memory and 32 GB of storage (SATA-DOM drive).

The Citrix Compliance Regulatory models are:

« SD-WAN 110
+ SD-WAN 110-LTE-WiFi
+ SD-WAN 110-WiFi

For more information, see the following:

« Citrix SD-WAN platform data sheet

o Citrix SD-WAN 110 SE Quick Start Guide: ZTD via the WAN Interface

o Citrix SD-WAN 110 LTE Wi-Fi Quick Start Guide: ZTD via the LTE Interface
+ Citrix SD-WAN 110 LTE Wi-Fi Unboxing and Installation

o Citrix SD-WAN 110 LTE Wi-Fi Compliance

« Citrix SD-WAN 110 Wi-Fi Compliance

Note

The 110-SE appliance cannot be configured as an MCN.

To log in to the SD-WAN 110 SE management web interface, use the following credentials.
+ Default administrator user name: admin

« Default administrator password: The Serial Number of the appliance, found at the bottom of
the appliance chassis.

Note
On a first time login, you are requested to change the default password to a password of

your choice.

Citrix SD-WAN 11.1.0 is the minimum software version required for Citrix SD-WAN 110-SE appliance.
Citrix SD-WAN 11.3.0 is the minimum software version that supports Wi-Fi capabilities for Citrix SD-
WAN 110-LTE-WiFi and Citrix SD-WAN 110-WiFi-SE model.
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s b3

LED Description

Ethernet Copper Ports LED Active/Link: Green
Speed 1000: Orange
Speed 100: Green
Speed 10: off

Power LEDs Power on: Solid Green
Power off: Solid Blue

Factory Reset: Flashing blue and green
(alternatively)

Software power cycle: Flashing green for ~15
seconds (shutdown time) and then flashing
blue for ~25 seconds and then solid green

CiTRIX

© ®

DC 12v

POWER

Note

Port 1/1is the default LAN port and port 1/2 is the default WAN port. Port 1/3 is disabled. The de-
fault LAN IP on portis 192.168.101.1, it also runs a default DHCP server that provides LAN clients
with IP address pool starting from 192.168.0.50 to 192.168.0.250.

Port Labels Type Description

1/1,1/2,and 1/3 Traffic The data ports are used to
carry network traffic.

© 1999-2021 Citrix Systems, Inc. All rights reserved. 55



Citrix SD-WAN Platforms

Port Labels Type

1/4 Management port
USB 2 USB ports
Serial RJ-45/RS-232
Power Power button
DC12V DC Power Supply

Description

The management port is used
to connect directly to the
appliance for system
administration functions. You
can use this port for initial
provisioning of the appliance.
From Citrix SD-WAN version
11.1.1 and above you can use
the port 1/4 as a data port or
a management port per the
configuration. For more
information, see Configurable
Management or Data port.

USB ports
An RS232 serial console port.

Power OFF state: Press the
power button and release it
immediately: Power on the
appliance.

Press the power button and
hold it for 10+ seconds:
Factory resets the appliance.
The appliance takes around 7
min for a factory reset.

Power ON state: Press the
power button and release it
immediately: Orderly shut
down the appliance.

Press the power button and
hold it for 5+ seconds: Force
shut down the appliance.

Refer System Specifications

for power supply information.
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Citrix SD-WAN 110-LTE-WiFi-SE

The Citrix SD-WAN 110-LTE-WiFi-SE platform is a branch side appliance that can be deployed in micro
and small branch offices/Remote sites/ retail stores, and temporary worksites. A single box-in-branch
solution helps to reduce the hardware footprint and eases branch deployment.

The Citrix SD-WAN 110-LTE-WiFi-SE appliance is a desktop form factor appliance. This appliance has
2-core processor with 4 GB memory and 32 GB of storage (SATA-DOM drive).

Note
+ The Citrix SD-WAN 110-LTE-WiFi-SE appliance cannot be configured as an MCN.

« As of March 10,2020, the appliance is shipped as Wi-Fi Ready. The Wi-Fi access point func-
tionality can be used with Citrix SD-WAN software version 11.3.0 or higher.

+ The Citrix SD-WAN 110-LTE-WiFi-SE appliance can be configured as an access point using
SD-WAN Orchestrator. For more details, see Wi-Fi Access Point.

The following figure shows the front panel of the 110-LTE-WiFi-SE appliance.

SIM One SIM Two

LED Description

Ethernet Copper Ports LED Active/Link: Green
Speed: 1000 Orange
Speed 100: Green
Speed 10: off

Power LEDs Power on: Solid Green
Power off: Solid Blue

Factory Reset: Flashing blue and green
(alternatively)

Software power cycle: Flashing green for ~15
seconds (shutdown time) and then flashing
blue for ~25 seconds and then solid green
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LED

Wi-Fi

LTE

SIM Card Slots

LTE

Description

OFF: Not using Wi-Fi

Flashing green: Wi-Fi is configured but not in
use

Solid green: Wi-Fi is actively used

OFF: No signal

1 bar: Poor

2 bar: Fair

3 bar: Good

4 bar: Excellent

Two Mini (2FF) size SIM slots. Use an adapter to
use Micro (3FF) and Nano (4FF) size SIMs. Snap
the smaller SIM into the adapter. Order the
adapter as an FRU.

Note: At any given time, only one SIM is active.
Power ON the appliance and then insert the
SIM card.

LTE antenna male connector

Note

Port 1/1 is the default LAN port and port 1/2 is the default WAN port. Port 1/3 is disabled. The
default LAN IP on port 1/1is 192.168.101.1, it also runs a default DHCP server that provides LAN
clients with IP address pool starting from 192.168.0.50 to 192.168.0.250. For LTE appliances, the
LTE SIM slot is also the default WAN port. The WAN ports are configured as DHCP clients.

Port Labels Type

LTE Antenna male connector

1/1,1/2,and 1/3 Data ports

Description

Connector for LTE antenna.

The data ports are used to
carry Network traffic.
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Port Labels Type

1/4 Management port
USB 2 USB ports
Serial RJ-45/RS-232
Power Power button
DC12V DC Power Supply

Description

The management port is used
to connect directly to the
appliance for system
administration functions. You
can use this port for initial
provisioning of the appliance.
From Citrix SD-WAN version
11.1.1 and above you can use
the port 1/4 as a data port or
a management port per the
configuration. For more
information, see Configurable
Management or Data port.

USB 2.0 ports
An RS232 serial console port

Power OFF state: Press the
power button and release it
immediately: Power on the
appliance

Press the power button and
hold it for 10+ seconds:
Factory resets the appliance.
The appliance takes around 7
min for a factory reset.

Power ON state: Press the
power button and release it
immediately: Orderly shut
down the appliance.

Press power button and hold
it for 5+ seconds: Force shut
down the appliance.

Refer System Specifications
for the power supply
information.

© 1999-2021 Citrix Systems, Inc. All rights reserved.

59


https://docs.citrix.com/en-us/citrix-sd-wan/11-3/inband-and-backup-management.html#configurable-management-or-data-port
https://docs.citrix.com/en-us/citrix-sd-wan/11-3/inband-and-backup-management.html#configurable-management-or-data-port

Citrix SD-WAN Platforms

Citrix SD-WAN 110-WiFi-SE

The Citrix SD-WAN 110-WiFi-SE platform is a branch side appliance that can be deployed in micro and
small branch offices/Remote sites/ retail stores, and temporary worksites. It is a single box in branch
solution that helps to reduce hardware foot print and eases branch deployment.

The Citrix SD-WAN 110-WiFi-SE appliance is a desktop form factor appliance. This appliance has 2-core
processor with 4 GB memory and 32 GB of storage (SATA-DOM drive).

Note

+ The Citrix SD-WAN 110-WiFi-SE appliance cannot be configured as an MCN.
+ The Citrix SD-WAN 110-WiFi-SE appliance can be configured as an access point using SD-
WAN Orchestrator. For more details, see Wi-Fi Access Point.
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LED Description

Ethernet Copper Ports LED Active/Link: Green
Speed: 1000 Orange
Speed 100: Green
Speed 10: off

Power LEDs Power on: Solid Green
Power off: Solid Blue

Factory Reset: Flashing blue and green
(alternatively)

Software power cycle: Flashing green for ~15

seconds (shutdown time) and then flashing

blue for ~25 seconds and then solid green
Wi-Fi OFF: Not using Wi-Fi

Flashing green: Wi-Fi is configured but not in
use
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LED Description

Solid green: Wi-Fi is actively used

Note

Port 1/1 is the default LAN port and port 1/2 is the default WAN port. Port 1/3 is disabled. The
default LAN IP is 192.168.101.1. The WAN port is configured as a DHCP client.

Port Labels Type Description

1/1,1/2,and 1/3 Data ports The data ports are used to
carry Network traffic.

1/4 Management port The management portis used
to connect directly to the
appliance for system
administration functions. You
can use this port for initial
provisioning of the appliance.
From Citrix SD-WAN version
11.1.1 and above you can use
the port 1/4 as a data port or
a management port per the
configuration. For more
information, see Configurable
Management or Data port.

USB 2 USB ports USB 2.0 ports
Serial RJ-45/RS-232 An RS232 serial console port
Power Power button Power OFF state: Press the

power button and release it
immediately: Power on the
appliance
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Port Labels Type Description

Press the power button and
hold it for 10+ seconds:
Factory resets the appliance.
The appliance takes around 7
min for a factory reset.

Power ON state: Press the
power button and release it
immediately: Orderly shut
down the appliance.

Press power button and hold
it for 5+ seconds: Force shut
down the appliance.

DC12V DC Power Supply Refer System Specifications
for power supply information.

Mounting the SD-WAN 110 SE appliance
The Citrix SD-WAN 110-SE appliance can be installed in the following installation modes:

» Desk placement
« Wall mount
« Rack mount

Desk placement

The Citrix SD-WAN 110-SE appliance can be placed on a desk using the rubber feet shipped in the
appliance package. You can also fix a plastic stand to the side of the appliance, and place it vertically.
The front view and the rear view of the appliance are shown below.

Temperature specifications and recommended placement

The Citrix SD-WAN 110 appliance supports desk placement, wall mount, and rack mount. Citrix recom-
mends a vertical placement of the appliance through the stands or through wall mounting, especially
in environments that lack air conditioning and good airflow. If placed horizontally, the underside of
the appliance may become hot.

The Citrix SD-WAN 110 appliance and its compliance regulatory models are designed to work in home
and office environments where the ambient temperature does not exceed 40 degrees C, and where
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air flow is not restricted (as it would be in an enclosure without fan cooling). Above 40 degrees C, the
appliance may not work as expected. For more information, see Citrix SD-WAN data sheet.
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Wall mount

The Citrix SD-WAN 110-SE appliance can be wall mounted by placing and adjusting the appliance
screw slots on the wall screws.
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Use two wall mount screws with the following dimensions:

+ Screw Length: 12 mm

« Screw out of wall: 5.5 mm

+ Screw head: K6.0 mm ~ K7.5 mm
+ Screw body: 3.5 mm

5,5
1))
o
@
2

12

Rack mount

1. Fix the shelf to the rack with the provided screws.

2. Install the chassis. Place the appliance screw slots on the positioning screws on the shelf and
slide it, to lock it into position.
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3. Install the chassis fix bracket to hold the appliance in position. Place the chassis fix bracket on
the slot and fix it with a screw.

4. Install the power adapter. Place the power adapter on the adapter slot.
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5. Install the adapter fix bracket to hold the power adapter in position. Place the adapter fix
bracket on the slot and fix it with a screw.

Installing the LTE antennas

To use the Citrix SD-WAN 110-LTE-WiFi-SE appliance as an LTE modem, install the antennas to the
appliance. The antennas are included in the appliance package. The Citrix SD-WAN 110-LTE-WiFi-SE
appliance has two SMA coax male connectors at the front and rear of the appliances. The antennas
have independent rotating SMA female connectors.

Note

Ensure that both the LTE antennas are installed for better LTE cellular connectivity.

To install the antennas to the appliance:

1. Place the antenna SMA coax connector (F) on the appliance SMA coax connector (M) and rotate
the antenna connector clockwise, until the connector is tight.

Note

The recommended torque is 0.20-0.28 newton meters (N m)
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3. Similarly connect the other antenna to the rear SMA coax connector (M) of the appliance.

For more information on configuring the LTE functionality using the GUI and CLI, see Configure LTE
functionality on 110 SE LTE appliance.

Summary of hardware specifications

Specifications 110-SE, 110-LTE-WiFi-SE, and 110-WiFi-SE

Regulatory Model Number SD-WAN 110, SD-WAN 110-LTE-WiFi, SD-WAN
110-WiFi

Memory 4GB

Non-Volatile Storage 32GB
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Specifications

LTE

LAN Ports
USB 2.0
SIM Slot

LTE Module

Power Supply Ratings

Power Supplies

Input Voltage / Frequency Ranges (normal)

Input Current
Wattage (max)
Appliance Ratings
Input Voltage

Input current
Wattage (typical)
Wattage (max)
Thermal Dissipation
Airflow (front to rear)
Typical Heat Dissipation
Max Heat Dissipation
Mechanical

Package Weight (kg)
Package Dimensions
System Weight (kg)

System Dimensions

Environmental and Regulatory

Operating Temperature

110-SE, 110-LTE-WiFi-SE, and 110-WiFi-SE

3G, 4G. For Citrix SD-WAN 110-LTE-WiFi-SE
appliance only.

4x GbE RJ45
2

X2 2FF. Adaptors for 3FF and 4FF to be ordered
as an FRU. For Citrix SD-WAN 110-LTE-WiFi-SE
appliance only.

Quectel EG25-G. For Citrix SD-WAN
110-LTE-WiFi-SE appliance only.

Single (External)
100-240 VAC, 50-60 Hz
0.6A

24 W

12VDC
2.0A
10W
155W

n/a: fan-less
34BTU
53BTU

0.9kg
385ecmLx254cmWx9.01cmH
0.62 kg
21.59cmLx15.87cmWx3.81cmH

0-40 degree C
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Specifications

Humidity Range
Industry Standards
Safety Certifications

Regulatory Compliance

Environmental Compliance

110-SE, 110-LTE-WiFi-SE, and 110-WiFi-SE

5-90%, Non-condensing

GCF, PTCRB, Wi-Fi CERTIFIED™

CB, UL

CE, FCC, ISED (IC), RCM, VCCI & MIC, Anatel,
BTK, BSMI & NCC (Taiwan), CITC, CCC, ENACOM,
ICASA, IFT, SRRC, WPC, DWLFM & TRA

(Bahrain), TRA (UAE), SUBTEL, SDPPI, CAK,
MCINET, NCC (Nigeria), CRA

RoHS 3, WEEE, REACH

EG25-G TX (Transmit) output power (dBm) for Quectel EG25-G (LTE)

Frequency

WCDMA B1/B2/B4/B5/B6/B8/B19
LTE-FDD

Maximum Value (in dBm)

24+1/-3dB
23+/-2dB

B1/B2/B3/B4/B5/B7/B8/B12/B13/B18/B19/B20/B25/B26/B28

LTE-TDD B38/B39/B40/B41

23+/-2dB

EG25-G RX receiving sensitivity (dBm) for Quectel EG25-G (LTE)

Frequency Primary (in dBm)
WCDMA B1 -108.2

WCDMA B2 -109.5

WCDMA B4 -108.5

WCDMA B5 -109.2

WCDMA B6 -109

WCDMA B8 -109.5

WCDMA B19 -109

LTE-FDD B1 (10M) -97.3

LTE-FDD B2 (10M) -98
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Frequency

LTE-FDD B3 (10M)
LTE-FDD B4 (10M)
LTE-FDD B5 (10M)
LTE-FDD B7 (10M)
LTE-FDD B8 (10M)
LTE-FDD B12 (10M)
LTE-FDD B13 (10M)
LTE-FDD B18 (10M)
LTE-FDD B19 (10M)
LTE-FDD B20 (10M)
LTE-FDD B25 (10M)
LTE-FDD B26 (10M)
(

LTE-FDD B28 (10M)

Antenna gain for Quectel EG25-G (LTE)

Ethertronics LTE
antenna
1004112-C003

Part No. 1004112 -
Broadband External
LTE / Cellular antenna

Frequency 690-960
Peak Gain 1.18 dBi

Wireless WAN (LTE) Specifications

Specifications

Modem

Geography

Primary (in dBm)

-97.5
-97.8
-98
-97.3
-98
-98
-98
-98
-98
-98
-98
-98
-98.1

1710-2220 2500-2700
4.5 dBi 4.0 dBi

110-SE and 110-LTE-WiFi-SE

Quectel EG25-G
Global
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Specifications

LTE Category
Carrier Aggregation
SIM Slots

LTE Bands

Output Power

Theoretical Speeds

Wireless LAN (Wi-Fi) Specifications

Wi-Fi capabilities

Wi-Fi standards

Frequency bands*

Channel width: 20
MHz

Channel width: 40
MHz

Channel width: 20
MHz

Channel width: 80
MHz

110-SE and 110-LTE-WiFi-SE

Cat4 (Theoretical 150 Mbps DL; 50 Mbps UL)

No

2 (only 1 active)
B1/B2/B3/B4/B5/B7/B8/B12/B13/B18/B19/B20/B25/B26/B28/
Class 3 (23 dBm+2 dB)

150 Mbps downlink/50Mbps uplink

110-WiFi-SE and
110-LTE-WiFi Antenna peak gain

802.11 a/b/g/n/ac

2412 MHz, 2417 MHz, 2.6 dBi
2422 MHz, 2427 MHz,

2432 MHz, 2437 MHz,

2442 MHz, 2447 MHz,

2452 MHz, 2457 MHz,

2462 MHz, 2467 MHz,

2472 MHz

5180 MHz, 5200 MHz, 5.0 dBi
5220 MHz, 5240 MHz,

5745 MHz, 5765 MHz,

5785 MHz, 5805 MHz,

5825 MHz

5190 MHz, 5230 MHz, 5.0 dBi
5755 MHz, 5795 MHz

5180 MHz, 5200 MHz, 5.0 dBi
5220 MHz, 5240 MHz,

5745 MHz, 5765 MHz,

5785 MHz, 5805 MHz,

5825 MHz

5210 MHz, 5775 MHz 5.0 dBi
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110-WiFi-SE and

Wi-Fi capabilities 110-LTE-WiFi Antenna peak gain
Max simultaneous 4
SSIDs

*- Some frequency bands/channels and channel widths are not available for some countries, depend-
ing on the supported bands per country. Output power of the device is configured to operate within
the regulatory limit set by the host country/domain.

The Wi-Fi CERTIFIED™ Logo is a certification mark of Wi-Fi Alliance®.

Troubleshooting Citrix SD-WAN 110 SE network issue

The Citrix SD-WAN 110 SE appliance fails to establish network connectivity under the following condi-
tions.

+ Appliance is managed by SD-WAN Orchestrator and/or brought up by zero touch deployment
(ZTD).

+ Appliance s in factory state and ZTD/SD-WAN Orchestrator agents are not installed.

+ Appliance time (CMOS or hardware) is ahead of the actual time.

» Appliance time is set backwards by the NTP daemon before download/installation of the
ZTD/SD-WAN Orchestrator agents.

Workaround

After initial installation (or after resetting the unit to its original factory configuration), the end-user
installing SD-WAN 110 must verify that the appliance is successfully connected to the organizational
network. The end-user must be provided with organization-specific instructions along with the appli-
ance (for example, dial tone on the VolP phone) to verify network connectivity. If the appliance does
not connect to the network, the end-user can follow the instructions provided below:

1. Leave the appliance powered on and wait for 30 minutes or longer.

2. Briefly but firmly press the Power button (1-2 seconds) to shut it down.

3. After the lights on the appliance go dark, press the Power button again to turn the appliance
back on. The SD-WAN 110 appliance now restarts and connects to the network.

Citrix SD-WAN 210 Standard Edition Appliances

October 6, 2021
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The Citrix SD-WAN 210-SE appliance is a 1U appliance for use in small branch offices. This appliance
has 2-core processor with 4 GB memory and 64 GB of storage.

The Citrix Compliance Regulatory models are:

+ SD-WAN 210-SE (non-LTE) - NS-SDW-210
« SD-WAN 210-SE LTE - NS-SDW-210-LTE-R1, NS-SDW-210-LTE-R2, NS-SDW-210-LTE-RC

For more information, see the Citrix SD-WAN platform data sheet.
Note

+ You can configure Citrix SD-WAN 210-SE and Citrix SD-WAN 210-SE LTE as an MCN only in
the SD-WAN Orchestrator managed networks.

+ You can configure the Citrix SD-WAN 210-SE appliance using the new user interface. For
more information, see User interface for SD-WAN appliances. Provisioning the Citrix SD-
WAN 210-SE as an MCN, redirects you to the legacy user interface.

The following figure shows the front panel of the 210 SE appliance.

Figure 1. SD-WAN 210-SE front panel

Link speed \ reset Data LED
Link status

Bypass pair status system power LED

LED Description

Ethernet Copper Ports LED Active/Link: Green
Speed 1000: Orange
Speed 100: Green
Speed 10: off

SIM Card Slot Two Mini (2FF) size SIM slots. Use an adapter to
use Micro (3FF) and Nano (4FF) size SIMs. Snap
the smaller SIM into the adapter. Order the
adapter as an FRU.
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LED Description

Note: At any given time, only one SIM is active.
Power ON the appliance and then insert the
SIM card.

Bypass LEDs Normal Mode: Green
Bypass Mode: Orange

Ethernet Fiber Ports Active/Link: Green
Speed: 1000: Orange

Power LEDs Power on: Green

Power off: off

Figure 2. SD-WAN 210 SE back panel

1 2
3
4 5 6 7
The following components are visible on the back panel of the 210 SE appliance:
Interface Port Labels Type Description
1 1/1and 1/2 Bypass/FTW Fail-to-Wire
1/3 Traffic Network traffic
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Interface Port Labels
Management

2 1/4 and 1/5

3 usB

4 Console

5 Reset

6 Power

7 Power Supply

Type

RJ-45

SFP and Ethernet
(combination ports)

2
RS-232 serial

Reset button

Power button

DC Power Supply

Description

A copper Ethernet
(RJ45) management
port. The
management portis
used to connect
directly to the
appliance for system
administration
functions. You can
use this port for initial
provisioning of
Virtual WAN.

Used asa
combination of SFP
and Ethernet one
each on the top and
bottom. Supported
speeds: 100 Mbps
and 1000 Mbps.

USB ports

An RS232 serial
console port.

Consult Citrix
technical support for
more information.

Power button to
power on or off the
appliance. Press the
switch for five
seconds to switch off
the power.

Single power adapter.
Power rating: 40 W,
voltage: 12V, and
current: 3.33A.
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Citrix SD-WAN 210-SE LTE

The 210 SE LTE appliance is a 1U appliance. This appliance has 2-core processor with 4 GB memory
and 64 GB of storage.

The following figure shows the front panel of the 210 SE LTE appliance.

Figure 3. 210 SE (LTE) front panel with antenna

Antenna

Data LED
SIM card slot

reset gystem power LED

Link speed Link status Bypass pair status
Management
LED Description
Ethernet Copper Ports LED Active/Link: Green

Speed: 1000 Orange
Speed 100: Green
Speed 10: off
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LED

Bypass LEDs

Ethernet Fiber Ports

System and Data LEDs

Figure 4. 210 SE (LTE) back panel with antenna

The following components are visible on the back panel of the 210 SE LTE appliance:

Description

Normal Mode: Green
Bypass Mode: Orange
Active/Link: Green
Speed: 1000: Orange™*
Sys: Power on: Green

Sys: Power off: off

Data access storage: Blue
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Interface

Port Labels

1/1and 1/2
1/3

Management

1/4 and 1/5

USB

Console

Reset

Power

Power supply

Type

Bypass/FTW
Traffic
RJ-45

SFP and Ethernet
(combination ports)

2
RS-232 serial

Reset button

Power button

DC Power supply

Description

FTW ports
Traffic port

A copper Ethernet
(RJ45) management
port. The
management port is
used to connect
directly to the
appliance for system
administration
functions. You can
use this port for initial
provisioning of
Virtual WAN.

Used asa
combination of SFP
and Ethernet one
each on the top and
bottom.

USB ports

An RS232 serial
console port

Consult Citrix
technical support for
more information.

Power button to
power on or off the
appliance. Press the
switch for five
seconds to switch off
the power.

Single power adapter.
Power rating: 40 W,
voltage: 12V, and
current: 3.33 A.
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Interface Port Labels Type Description

8 Antenna connectors Male connectors Connectors for
antenna

9 Two antennas LTE antennas Antennas shipped

with the appliance.

Installing the LTE antennas

To use the Citrix SD-WAN 210 SE LTE appliance as an LTE modem, install the antennas to the appliance.
The antennas are included in the appliance package. The 210 SE LTE appliance has two SMA coax
male connectors at the front and rear of the appliances. The antennas have independent rotating

SMA female connectors.
Note

Ensure that both the LTE antennas are installed for better LTE cellular connectivity.

To install the antennas to the appliance:

1. Place the antenna SMA coax connector (F) on the appliance SMA coax connector (M) and rotate

the antenna connector clockwise, until the connector is tight.

Note

The recommended torque is 1.8-2.5 Lbs force-inch.

2. Adjust the antenna orientation and direction.
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3. Similarly connect the other antenna to the rear SMA coax connector (M) of the appliance.

For more information on configuring the LTE functionality using the GUI and CLI, see Configure LTE
functionality on 210 SE LTE appliance.

Citrix SD-WAN 210 platform support for MiRiC-E1T1 FE/GBE SFP

The following two types of MiRiC SFPs are supported on the 210 appliance for SFP ports 1/5 and 1/6.

1. MiRiC-E1T1 FE SFPs.
2. MiRiC-E1T1 GBE SFPs.

MiRiC-E1T1 FE SFPs must configure with speed as 100 Mbps and duplex as full. MiRiC-E1T1 GBE SFPs
must configure with speed as 1 Gbps and duplex as full.

To configure, go to SD-WAN appliance GUI, navigate to Configuration > Network Adapters > Ether-
net page.
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Dashboard Monitoring Configuration

<

= Appliance Settings Canfiguration » Appliance Settings > Network Adapters

Administrator Interface

Logging/Monitoring 1P Address Ethernet Mokile Braadband
Network Adapters
Net Flow Ethernet Interface Settings
App Flow/IPFIX [For the C81100 platform, settings for ports 1/7, 1/8, 1/1, 1/2, 1/3, 1/4, 1/5 and 1/6 will only take effect when the Citrix Virtual WAN Service is enabled and the port is included in the Citrix configuration,
SNMP . _ -
» MAC Address: 08:35:71:f6:df:54 Autonegotiate: ¥ Speed: | 10 Duplex: | Full
NITRO API
Licensing 77 C Address: :71:f6:0f:52 Autonegotiate: ¥ Speed: | 10 Duplex: | Full
+ Virtual WAN 1/8: » MAC Address: 08:35:71f6:df.53 Autonegotiate: W Speed: | Unknc v | Duplex: | Unknown
+ System Maintenance 1/1: « MAC Address: 55 Autonegotiate: W Speed:| 10 v | Duplex: | Full
1/2: = MAC Address: 08:3' 6:df:56 Autonegotiate: #fl Speed: | 10 ¥ | Duplex: | Full
3 C Address: utonegotiate: W Speed v | Duplex: | Full
1/4: = MAC Address: 08: 58 Autonegotiate: ) Speed: | 1000Mbls v | Duplex: | Full
5 C Address: O 59 Autonegotiate: Speed: | 100Mbis ¥ | Duplex: | Full v
1/6: » MAC Address: 6:df:5a Autonegotiate: [ Speed: | 100Mbis ¥ | Duplex: | Full v

Access MiRiC SFP web service

1. The SFP transceivers have a default management IP address of 192.168.205.1, which can be
used for the SFP web service to configure relevant configurations, for example; T1 or E1. The IP
address can be modified other than 192.168.205.1. However ensure that you avoid IP address
conflicts.

2. To enable SFP access to the management:
+ Loginto the appliance CLI via ssh admin@(ip address)
« Run: sfp_access
+ To enable access on 1/5, run one of the following commands.

enable 1/5 # Works for GBE transceivers only if already configured.

enable 1/5 100 # - Works only for FE transceivers

enable 1/5 1000 # - Works only for GBE transceivers

enable 1/5 100 172.217.43.2 # - For FE transceivers and assumes a user changes the
defaultIPtoan IPin 172.217.43.0/24

+ enable 1/5 1000 172.217.43.2 # - For GBE transceivers and assumes a user changes the
defaultIPtoan IPin 172.217.43.0/24

Note:

Enabling management access on 1/5 automatically disables management access on

1/6, and conversely.

+ To disable access to the management:

- Login appliance CLI via ssh admin@(IP address)
- Run: sfp_access
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- Run: disable
« To show the status:

- Login appliance CLI via ssh admin@(IP address)
- Run: sfp_access
- Run: status

+ Ensure that you disable the management access once configuration is done.
« When the appliance is rebooted, the management access is disabled automatically.

« When virtual service is restarted, the management access remains configured until enable
or disable operation is done.

+ When the appliance is disabled, the management access to the SFPs is lost.
« When the appliance is re-enabled, the management access is regained.
3. To configure E1 or T1 type for SFP transceiver:

« The client machine must be in the same IP subnet as the appliance management subnet.

+ The client machine must have a route to the subnet of SFP transceiver IP address,
192.168.205.0/24, with the appliance management IP as the gateway.

« Open a browser and visit SFP transceiver management

+ Default user name: su

« Default password: 1234

+ To configure Interface Type (E1 or T1), navigate to Configuration > Physical Ports and
choose E1 or T1 from the drop down menu, and click Save button.

Summary of hardware specifications

January 24,2021

Specifications 210-SE and 210-SE LTE

Regulatory Model Number NS-SDW-210, NS-SDW-210-LTE-R1,
NS-SDW-210-LTE-R2

Processors Intel C3338

Memory 4 GB DDR4 PC4-2400 SODIMM

Number of Power Adapters 1

AC Power Supply (adapter) Voltage, Frequency  115-230V 50-60 Hz 1.5A
and Current
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Specifications

Maximum AC Power Consumption
Maximum DC Power Consumption
Airflow (front to rear)

Heat Dissipation

Package Weight (lbs.)

System Weight (lbs.)

Width

Height

Depth

Operating Temperature

Humidity Range (non-condensing)
Safety Certifications

Regulatory Certifications
Environmental Compliance
Safety Certifications

LTE Advanced Module (CAT6)

LTE Advanced Bands (CAT6)

Regulatory Compliance

Industry Certifications

210-SE and 210-SE LTE

189W

13.2W
Fan-less
45.0384 BTU
5lbs

291b

175 mm

42 mm

232 mm
0-40°C

5% to 90% RH
uL

FCC, CE
RoHS/REACH/PFOS/CoM/WEEE
c UL us listed

Sierra Wireless™ EM7455, Sierra Wireless™
EM7430, Taoglas TG.30.8113 (Theoretical 300
Mbps DL; 50 Mbps UL with DUAL carrier
aggregation)

1,2,3,4,5,7,8,12,13, 20, 25, 26, 29, 30, 41; 1,
3,5,7,8,18,19, 21, 28,38, 39,40,41

FCC, IC, CE, ICASA, ENACOM, IFETEL, ANATEL,
RCM, BIS

PTCRB, GCF

RX Receiving Sensitivity (dBm) for Sierra Wireless™ EM7455, Sierra Wireless™ EM7430

AirPrime EM7455

LTE Bands (SD-WAN-210-LTE-R1)
Band 1 -97.5
Band 2 -97.0

AirPrime EM7430

LTE Bands (SD-WAN-210-LTE-R2)
Band 1 -97.5
Band 3 -97.1
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LTE Bands

Band 3
Band 4
Band 5
Band 7
Band 8
Band 12
Band 13
Band 20
Band 25
Band 26
Band 29
Band 30
Band 41

UMTS Bands

Band 1
Band 2
Band 3
Band 4
Band 5
Band 8

AirPrime EM7455
(SD-WAN-210-LTE-R1)
-97.0

-97.5

-98.5

-96.5

-99.0

-97.5

-97.0

-98.5

-97.0

-98.5

n/a

-95.5

-97.5

AirPrime EM7455
(SD-WAN-210-LTE-R1)
-110.5

-110.0

-109.5

-110.0

-111.0

-111.5

LTE Bands

Band 5
Band 7
Band 8
Band 18
Band 19
Band 21
Band 28
Band 38
Band 39
Band 40
Band 41

UMTS Bands

Band 1
Band 5
Band 6
Band 8
Band 9
Band 19

AirPrime EM7430
(SD-WAN-210-LTE-R2)
-99.3

-96.4

-99.3

-98.9

-99.3

-98.2

-97.3

-97.2

-98.4

-96.0

-97.0

AirPrime EM7430
(SD-WAN-210-LTE-R2)
-110.1

-111.4

-112.0

-112.0

-110.2

-111.7

TX (Transmit) Output Power (dBm) for Sierra Wireless™ EM7455, Sierra Wireless™

EM7430

© 1999-2021 Citrix Systems, Inc. All rights reserved.

85



Citrix SD-WAN Platforms

LTE Bands

Band 1,2,3,4,5,8,
12,13, 20, 25, 26

Band 7, 30, 41

UMTS Bands
Band 1 (IMT 2100 12.2
kbps)

Band 2 (UMTS 1900
12.2 kbps)

Band 3 (UMTS 1800
12.2 kbps)

Band 4 (UMTS
1700/2100 12.2 kbps)

Band 5 (UMTS 850
12.2 kbps)

Band 8 (UMTS 900
12.2 kbps)

AirPrime EM7455
(SD-WAN-210-LTE-R1)

+23dBm +/-1dB

+22 dBm +/-1dB

AirPrime EM7455
(SD-WAN-210-LTE-R1)

+23 dBm +/- 1 dB,
Note: Connectorized
(Class 3)

+23 dBm +/-1dB,
Note: Connectorized
(Class 3)

+23 dBm +/- 1 dB,
Note: Connectorized
(Class 3)

+23 dBm +/- 1dB,
Note: Connectorized
(Class 3)

+23 dBm +/- 1 dB,
Note: Connectorized
(Class 3)

+23 dBm +/-1dB,
Note: Connectorized
(Class 3)

Antenna gain (dB) for Taoglas

Specifications

Part No.

Product Name

LTE Bands

Band 1, 3,5, 8,18, 19,
21,28,29

Band 7, 38, 40, 41

UMTS Bands
Band 1 (IMT 2100 12.2
kbps)

Band 5 (UMTS 850
12.2 kbps)

Band 6 (UMTS 850
12.2 kbps)

Band 8 (UMTS 900
12.2 kbps)

Band 9 (UMTS 1700
12.2 kbps)

Band 19 (UMTS 850
12.2 kbps)

Details

TG.30.8113

AirPrime EM7430
(SD-WAN-210-LTE-R2)

+23dBm +/-1dB

+22dBm+/-1dB

AirPrime EM7430
(SD-WAN-210-LTE-R2)

+23 dBm +/-1dB,
Note: Connectorized
(Class 3)

+23dBm +/- 1dB,
Note: Connectorized
(Class 3)

+23 dBm +/-1dB,
Note: Connectorized
(Class 3)

+23dBm +/- 1dB,
Note: Connectorized
(Class 3)

+23 dBm +/-1dB,
Note: Connectorized
(Class 3)

+23 dBm +/-1dB,
Note: Connectorized
(Class 3)

Apex Hinged TG.30 Ultra-Wideband 4G LTE

antenna

© 1999-2021 Citrix Systems, Inc. All rights reserved.

86



Citrix SD-WAN Platforms

Specifications Details

Frequency Range 698 MHz to 960 MHz, 1575.42 MHz, 1710 MHz to
2700 MHz (typical 70%+ Efficiency and 3 dBi+
Peak Gain)

Other Features Dipole Swivel Terminal antenna

Hinged 90° termination with SMA(M) Connector

RoHS Compliant

Citrix SD-WAN 400 and 410 Standard Edition Appliances

June 19, 2020

The Citrix SD-WAN 400 SE and 410 SE are 1U appliances for use in small branch offices. The SD-WAN
410 SE Series is the next generation of SD-WAN Standard Edition appliances with Virtual WAN func-
tionality.
« SD-WAN 400 Series: A small, affordable 1U appliance suitable for smaller branch offices. The
SD-WAN 400 SE Series has two accelerated bridges and supports WAN speeds of up to 50 Mbps.
« SD-WAN 410 Series: A small, affordable 1U appliance suitable for smaller branch offices. The
SD-WAN 410 SE Series supports WAN speeds of up to 150 Mbps.

The 400-SE platform is Hypervisor based and 410-SE is a bare metal appliance.

Within a given series, all models use the same hardware, and the different WAN speed ratings are
obtained through different licensing options. For example, the SD-WAN 410 SE models (the 410-20,
410-50, 410-100, and 410-150) use the same hardware, and an appliance can be licensed as either a
20 Mbps, 50 Mbps, 100 Mbps, or 150 Mbps appliance.

The licensed bandwidth applies only to the sending direction, so an SD-WAN 410 SE-20, rated at 20
Mbps in the sending direction, is appropriate for Virtual Path (fixed/dynamic) with a 16 Mbps/8 Mbps
download/upload bandwidth.

In addition to differences in WAN bandwidth capabilities, the different series vary in CPU power, in-
stalled RAM, and installed disk capacity.

All models use solid-state drives instead of conventional hard drives for increased speed and reliabil-
ity.
The Citrix Compliance Regulatory models for SD-WAN 400-SE and 410-SE are:

« SD-WAN 400-SE: CB 504-2
« SD-WAN 410-SE: 512-2
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For more information, see the Citrix product platform datasheet.

Citrix SD-WAN 400 SE

June 25, 2020

The SD-WAN 400 SE platform has a dual-core processor and 8 GB of memory. This platform has a
bandwidth of up to 50 Mbps.

The following figure shows the front panel of an SD-WAN 400 SE appliance.

Figure 1.SD-WAN 400 SE, front panel

LEDs Power Button

ciTRIx

Heset Button

 The front panel of the SD-WAN 400 SE appliance has a power button and five LEDs.
« The power button switches main power (the power to the power supply) on or off.
» The reset button restarts the appliance.

The LEDs provide critical information about different parts of the appliance.
« Power Fail—Indicates that a power supply unit has failed.

+ Information LED—Indicates the following:

Status Description

Continuously on and red The appliance is overheated.

Slow blink - 1 blink per second Fan failure.

Fast blink - 4 blinks per second Power failure.

Solid blue Local UID has been activated. Use this function

to locate the serverin a rack mount
environment.

Fast blink - 3-4 blinks per second Remote UID is on. Use this function to identify
the server from a remote location.
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+ NIC1 and NIC2—Indicate network activity on the LAN1 and WAN1 ports.
« HDD—Indicates the status of the hard disk drive.

+ Power—When blinking, indicates that the power supply unit is receiving power and operating
normally.

The following figure shows the back panel of an SD-WAN 400 SE appliance.
Figure 2. SD-WAN 400 SE appliance, back panel

Accelerated Pair (apB)
Fan LANZ and WAN2 ALIXA Port USB Ports

ol O
ol N&2 § T g S
H '3 ; HL ] sssssissansnsssaninsnssanssanEn,

o) | BN 74 . SEEEENSSGNARSENENESEANANARAREEEERS O

Power Suppl
HErEaREY RS-232 amtiprimary
Accelerated Pair (apA) Console Port
LAN1 and WAN1 Port

The following components are visible on the back panel of an SD-WAN 400 SE appliance:

+ Cooling fan

+ Single power supply, rated at 200 watts, 110-240 volts

« Accelerated pairs of Ethernet ports (apA and apB) which function as accelerated bridges. Indi-
vidual port assignments: LAN1 is apA.1, WAN1 is apA.2, LAN2 is apB.1, LAN2 is apB.2.

« RS-232 serial console port

+ One Aux Ethernet port and one management port

« Two USB ports

» One Solid State Drive (SSD)

« SD-WAN 400 - 160 GB SSD

Citrix SD-WAN 410 SE

June 25,2020

The SD-WAN 410 SE platform has a dual-core processor and 8 GB of memory. This platform has a
bandwidth of up to 150 Mbps.

The following figure shows the front panel of an SD-WAN 410 SE appliance.
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Power button

Information LED Lo
Power indicator LED

The power button switches main power (the power to the power supply) on or off. Press the switch
for two seconds to turn off the power.

The reset button restarts the appliance.

 apA, apB, and apC -Indicate network activity on the LAN and WAN ports.

» Bypass port— Indicates the status of the third pair of bypass ports.

« Power— When blinking, indicates that the appliance is doing factory reset.
The LEDs provide critical information about different parts of the appliance.

« Power indicator —Indicates that a power supply unit has failed.
« Information LED—Indicates the following:

Status Description

Continuously on orange Data ports are in bypass mode (FTW)

Continuously ON and red. The appliance is overheated. (This might be a
result of cable congestion.)

Slow blink - 1 blink per second Fan failure.

Fast blink- 4 blinks per second Power failure.

Solid blue Local UID has been activated. Use this function

to locate the serverin a rack mount
environment.

Fast blink - 3-4 blinks per second Remote UID is on. Use this function to identify
the server from a remote location.
Solid Green Appliance is operational.
Note

The terms FTW and bypass are inter-exchangeable. The bypass port is the FTW port.
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RJ45 Serial MGMT
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The above figure shows the back panel of an SD-WAN 410 SE appliance.
The following components are visible on the back panel of an SD-WAN 410 SE appliance:

+ Cooling fan - This platform is intended for use in a branch typically desktop mounted with am-
bient air temperature.

+ Single power supply, rated at 200 watts, 110-240 volts. Power supply has an LED that indicates
the status of the power supply, as described in hardware-common-components-conl.html

+ One RJ45 management port.

« One RJ45 console port.

+ 6X1 GigE Copper (1000BASE-TX).

« VGA port.

« Two USB ports.

For information about installing the rails, rack mounting the hardware, and connecting the cables,
see “Installing the Hardware.”

For information about performing initial configuration of your appliance, see “Initial Configuration.”

Port labeling for SD-WAN 410

All data ports are labeled in the order they are enumerated by the Operating System. The ports use
odd port numbers for LAN ports and even port numbers for WAN ports. 1/1 is used for the first LAN
port, 1/2 for the first WAN port, 1/3 for the second LAN Port, 1/4 for the second WAN port, 1/5 for the
third LAN Port, and 1/6 for the third WAN Port.

Summary of Hardware Specifications

May 23, 2019

The following table summarizes the specifications of the SD-WAN 400 SE and 410 SE hardware plat-
forms.

Citrix SD-WAN 400 and 410 platforms specification summary

Hardware specifications
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Feature

Processor
Total disk space

Total SSD and Compression
history (SSD)

RAM

Network Interfaces
(Fail-to-wire, Non-fail-to-wire,
Management)

Transceiver support

Power supplies

Physical dimensions

Feature

Rack Units
System depth
System weight

Shipping dimensions and
weight

Environmental and regulatory

Feature

Wattage

Voltage

Operating Temperature
Operating altitude

Storage temperature

SD-WAN 400 SE

2 Cores
1x 160 GB SSD
40 GB

8GB

2 pair with bypass
10/100/1000

No

SD-WAN 400 SE

1U
10.5” (26.7 cm)
8 lbs (3.87 kg)

26” x6.5” x 18.5” (66.1 x 16.6 X
47.0 cm), 13.5 lbs (6.14 kg)

SD-WAN 400 SE

200 W
100-240 VAC, 50-60 Hz
32-104°F (0-40°C)
0-4921 ft (0-1500M)
14-140°F (-10-60°C)

SD-WAN 410 SE

4 Cores
64 GB SATADOM

60 GB (compression history
(SSD) - N/A)

8GB

6 x 1000Base-TX, N/A, 1 x
1000Base-TX

No. The FTW ports are
pre-installed with
Transceivers.

1

SD-WAN 410 SE

1RU (1.75 inches/4.45 cm)
14” (35 cm)
8.5 lbs (3.87 kg)

26” x6.5” x18.5” (66.1 x 16.6 x
47.0 cm), 13.5 lbs (6.14 kg)

SD-WAN 410 SE

200 W
100-240 VAC, 50-60 Hz
32-104°F (0-40°C)
0-4921 ft (0-1500M)
14-140°F (-10-60°C)
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Feature

Allowed Relative Humidity

Safety certifications

Electromagnetic and
susceptibility certifications

Environmental certifications

SD-WAN 400 SE

8%-90%

CSA/EN/IEC/UL 60950-1
Compliant, UL, or CSA Listed
(USA and Canada), CE
Marking (Europe)

FCC (Part 15 Class A), CCC,
KCC, NOM, CITC, EAC, DoC,
CE, VCCI, RCM

RoHS, WEEE

SD-WAN 410 SE

Operating: 20% to 80%
(noncondensing)
CSA/EN/IEC/UL 60950-1
Compliant, UL, or CSA Listed
(USA and Canada), CE
Marking (Europe)

FCC (Part 15 Class A), CCC,
KCC, NOM, CITC, EAC, DoC,
CE, VCCI,RCM

RoHS, WEEE, REACH
(optional)

Citrix SD-WAN 4000, 4100, and 5100 Standard Edition Appliances

June 19,2020

Citrix SD-WAN Standard Edition 4000, 4100, 5100 appliances are high-performance appliances for
busy datacenters. These platform editions are designed for Virtual WAN links with speeds more than 1
Gbps, especially for busy datacenters that communicate with many branch and regional sites. These
appliances are recommended at the hub of a hub-and-spoke deployment, where smaller appliances

are used at the spokes, whenever the link speed or the number of XenApp/XenDesktop users is higher

than that can be supported by a smaller appliance.

-y Repeater on SDX

== |: ﬁ {’
-] .

Large Datacanter

‘; d—r-—
===

Branch Office

Branch Office

‘a—r-—-
==

Branch Office

Branch Office
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Citrix SD-WAN 4000 SE

June 25,2020

The SD-WAN 4000 is a 2U appliances. Each model has two 6-core processors for a total of 12 phys-
ical cores (24 cores with hyper-threading), and 48 GB (GB) of memory. The SD-WAN 4000 SE has a
bandwidth of 300 Mbps, 500 Mbps, 1 Gbps, and 2 Gbps respectively.

The following figures shows the front panel of the SD-WAN 4000 SE appliance.

Figure 1.SD-WAN 4000 SE, front panel

1G Copper

LCD Keypad LCD Ethernet Ports

LOM Port Console Port Management 10G Ports

Ports

The Citrix SD-WAN 4000 SE appliances have the following ports:

+ 10/100Base-T copper Ethernet Port (RJ45), also called LOM port. You can use this port to re-
motely monitor and manage the appliance independently of the appliance’s software.

Note: The LEDs on the LOM port are not operational by design.

« RS232 serial console port.

« Two 10/100/1000Base-T copper Ethernet management ports (RJ45). These ports are used to
connect directly to the appliance for system administration functions.

« Network Ports

- SD-WAN 4000 SE (without FTW cards). Eight 1G SFP ports and four 10G SFP+ ports.
- SD-WAN 4000 SE (with FTW cards). Eight 1G copper Ethernet ports and four 10G ports.

The following figure shows the back panel of the SD-WAN 4000 SE appliance.

Figure 2. SD-WAN 4000 SE, back panel
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USE Port

Hard Disk Drive Power Switch

[ LETTTN |
W S LITLTD |

|
| )
Solid-State Drives Solid-State Drive Dual Power Supplies
Disable Alarm Button

The following components are visible on the back panel of the 4000 SE appliance:

Four 600 GB removable solid-state drives. The 256 GB solid-state drive below the hard disk drive
stores the appliance’s software. Newer editions of 4000-SE have 800 GB removable SSD and 240
GB SSD.

USB port (reserved for a future release).

A 1TB removable hard disk drive.

Power switch, which turns off power to the appliance, as if you were to unplug the power supply.
Press the switch for five seconds to turn off the power.

Disable alarm button. Press this button to stop the power alarm from sounding when you have
plugged the appliance into only one power outlet or when one power supply is malfunctioning
and you want to continue operating the appliance until it is repaired.

Dual power supplies (either AC or DC), each rated at 850 watts, 100-240 volts.

Citrix SD-WAN 4100 SE

July 7, 2020

Citrix SD-WAN 4100 is a 2U appliances. Each model has two 6-core processors for a total of 12 physical
cores (24 cores with hyper-threading), and 96 GB (GB) of memory. The SD-WAN 4100 SE has a virtual
WAN bandwidth of 4 Gbps and 6 Gbps.

The following figures shows the front panel of the SD-WAN 4100 SE appliance.

Figure 1. SD-WAN 4100 SE, front panel
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The SD-WAN 4100 SE appliances have the following ports:

LCD Keypad LCD

NEEGHH

Console Port Management Ports

+ 10/100Base-T copper Ethernet Port (RJ45), also called LOM port. You can use this port to re-
motely monitor and manage the appliance independently of the appliance’s software. The LEDs
on the LOM port are not operational by design.

» RS232 serial console port.

« Two 10/1000Base-T copper Ethernet management ports (RJ45). These ports are used to con-

nect directly to the appliance for system administration functions.

2 port 10G FTW

4 port 10G/1G SFP+

+ 4 port 10/100/1000 FTW RJ 45

The following figure shows the back panel of the SD-WAN 4100 SE appliance.
Figure 2. SD-WAN 4100 SE, back panel

The following components are visible on the back panel of the SD-WAN 4100 SE appliance:

@
-)
-

@

Solid Stabe Dnve

« 2X1TBHDDin RAID 1.

+ Power switch, which turns off power to the appliance, just as if you were to unplug the power
supply. Press the switch for five seconds to turn off the power.

+ Disable alarm button. Press this button to stop the power alarm from sounding when you have
plugged the appliance into only one power outlet or when one power supply is malfunctioning
and you want to continue operating the appliance until it is repaired.
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Dual power supplies (either AC or DC), each with max power of 850 watts, 100-240 volts.

Citrix SD-WAN 5100 SE

June 25,2020

The SD-WAN 5100 SE is a 2U appliance. Each model has two 10-core processors for a total of 20 phys-

ical cores (40 cores with hyper-threading), and 128 GB (GB) of memory. For latest performance and

bandwidth capacity details, please see also the latest datasheet that gets updated more regularly at:

citrix.com; datasheet.

The SD-WAN 5100 SE appliance front panel has the following ports:

10/100Base-T copper Ethernet Port (RJ45), also called lights out management (LOM) port. You
can use this port to remotely monitor and manage the appliance independently of the appli-
ance’s software.

RS232 serial console port.

Two 10/100/1000Base-T copper Ethernet management ports (RJ45). These ports are used to
connect directly to the appliance for system administration functions.

Eight 10G ports: 4 LC fiber ports with bypass, 4 SFP+ ports (no bypass).

Two USB ports (reserved for a future release).

The following components are visible on the back panel of the SD-WAN 5100 SE appliance:

2 X 1TBremovable hard disk drive.

Power switch, which turns off power to the appliance, as if you were to unplug the power supply.
Press the switch for five seconds to turn off the power.

Disable PS alarm button. This button is functional only when the appliance has two power sup-
plies. Press this button to mute the power alarm from sounding when you have plugged the ap-
pliance into only one power outlet or when one power supply is malfunctioning and you want
to continue operating the appliance until it is repaired.

Dual redundant, hot-swappable power supplies.
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Upgrade 5100 SE appliance to 5100 PE appliance
Insert solid state drive (SSD)

1. Insert the required SSD in the standard edition appliance. For instructions about how to insert
SSD, see Solid State Drive (Field Replaceable Unit).
a) 5100 SE appliance requires 800 GB more SSD. Insert the SSD into the third bay.

@ i1 ¥4 BB T !!l " - - @
G - I:j
> H I E ® -

2. Restart the appliance through the SD-WAN web management interface.

Solid State Drive

3. Ensure that the software release version installed on the appliance is SD-WAN release version
10.0. Follow the steps provided here; upgrade new appliance.

4. Install the Premium (Enterprise) Edition platform license. For license information, see the Citrix
SD-WAN product downloads site.

5. Upgrade the network using single step upgrade to software release version 10.0 or later.

Note: Citrix SD-WAN 5100-SE is a bare metal platform. You can login directly to the appliance
console using admin/password and then into shell prompt.

Configure Management IP address using serial Console

Access serial console of the appliance.

Log in using the root/nsroot credentials.

Type the ssh admin@169.254.0.60 -l admin command.

Type password: password.

Type the management_ip command.

Type the set interface 192.168.100.1 255.255.255.0 192.168.100.254 command.
Type the apply command.

N ks~ e

Summary of Hardware Specifications

June 19, 2020

The following table summarizes the specifications of Citrix SD-WAN 4000, 4100, and 5100 SE hardware
platforms.
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Specifications

Regulatory Model
Number

Processors
Memory

Number of power
supplies

AC power supply,
input voltage,
frequency and
current

Maximum AC power
consumption

Package weight

Shipping dimensions

System weight
Rack unit

Rack options - Width

Depth

Operating
temperature
Humidity
(non-condensing)

Safety certifications

SD-WAN 4000 SE

4x10GE SFP+ 8xSFP

Two 6-core
96 GB

Dual power supplies

100-240 VAC, 47-63 hz

650 W

69 |bs

36.5°LX24.5°WX11
H

60 |bs
2RU

EIA 310-D, IEC 60297,
DIN 41494 SC48D rack
width with mounting
brackets

28” (72 cm)
32-104 F (0-40 C)

20% - 80%

CSA

SD-WAN 4100 SE

2U1P1B

Two 6-core
96 GB

Dual power supplies

100-240V AC, 47-63
hz; 7.0-3.5A

850 W

69 lbs

36.5LX24.5 WX 11’
H

60 lbs
2RU

EIA 310-D, IEC 60297,
DIN 41494 SC48D rack
width with mounting
brackets

28” (72 cm)
32-104 F (0-40 C)

20% - 80%

CSA

SD-WAN 5100 SE

2U1P1D

Two 10-core
128 GB

Dual power supplies

100-240V AC, 47-63
hz;9.0-4.5 A

850 W

69 |bs

36.5°LX24.5°WX11
H

60 lbs
2RU

EIA 310-D, IEC 60297,
DIN 41494 SC48D rack
width with mounting
bracket

28” (72 cm)
32-104 F (0-40 C)

20% - 80%

CSA
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Specifications

EMC and
susceptibility

SD-WAN 4000 SE

USA (FCC), Europe
(CE), Japan (VCCl),
Australia (RCM), China
(CCC), Korea (KCC),
India (BIS), Mexico
(NOM), Saudi Arabia
(CITC), South Africa
(ICASA), Russia (EAC),
Taiwan (BSMI), Brazil
(Anatel), Israel (MoC)

SD-WAN 4100 SE

USA (FCC), Europe
(CE), Japan (VCCl),
Australia (RCM), China
(CCC), Korea (KCC),
India (BIS), Mexico
(NOM), Saudi Arabia
(CITC), South Africa
(ICASA), Russia (EAC),
Taiwan (BSMI), Brazil
(Anatel), Israel (MoC)

SD-WAN 5100 SE

USA (FCC), Europe
(CE), Japan (VCCl),
Australia (RCM), China
(CCC), Korea (KCC),
India (BIS), Mexico
(NOM), Saudi Arabia
(CITC), South Africa
(ICASA), Russia (EAC),
Taiwan (BSMI), Brazil
(Anatel), Israel (MoC)

Environmental ROHS, WEEE ROHS, WEEE ROHS, WEEE

compliance

Citrix SD-WAN 1000, 2000, and 2100 Standard Edition Appliances

June 25,2020

The SD-WAN Standard Edition 1000, 2000, and 2100 appliances combine virtualized instances of the
SD-WAN appliance.

1000 SE

2000 SE

The SD-WAN Standard Edition 1000, 2000, and 2100 appliances are based on the Citrix branch architec-
ture, which supports multiple virtual machines. All branch appliances contain an SD-WAN Standard
Edition instance and management service instance.

The SD-WAN instance is typically used in inline mode, with the SD-WAN instance interposed between
the WAN router and the LAN. The SD-WAN instance can also be deployed in virtual inline mode.

The appliance has two modes. Two-port mode and four-port mode, which determine how ports 1/3
and 1/4 are used.
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Citrix SD-WAN 1000 SE

June 19, 2020

The SD-WAN 1000-SE with platform has a quad-core processor and 32 GB of memory. This platform
has a bandwidth of up to 100 Mbps.

The following figure shows the front panel of an SD-WAN 1000-SE appliance.

Figure 1. Citrix SD-WAN 1000-SE front panel

CloudFriclge

The front panel of the SD-WAN 1000-SE appliance has a power button and five LEDs. The power button
is used to switch the appliance on or off. The reset button restarts the appliance.

The LEDs provide critical information related to different parts of the appliance.

« Power Fail - Indicates the power supply unit has failed.
+ Information LED - Indicates the following:

Status Description

Continuously ON and red The appliance is overheated. (This might be a
result of cable congestion.)

Blinking red (1Hz) Fan failure, check for an inoperative fan.

Blinking red (0.25Hz) Power failure, check for the non-operational

power supply.

Solid blue Local UID has been activated. Use this function
to locate the serverin a rack mount
environment.

Blinking blue (300 m/s) Remote UID is on. Use this function to identify
the server from a remote location.

+ NIC1 and NIC2 - Indicate network activity on the LAN1 and WAN1 ports.
+ HDD - Indicates the status of the hard disk drive.
+ Power - Indicates that the power supply units are receiving power and operating normally.

The following figure shows the back panel of an SD-WAN 1000-SE appliance.
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Figure 2. Citrix SD-WAN 1000-SE appliance, back panel

The following components are visible on the back panel of an SD-WAN 1000-SE appliance:

+ Cooling fan.

« Single power supply, rated at 200 watts, 110-240 volts.
+ Accelerated pairs of Ethernet ports (apA and apB).

+ RS-232 serial console port.

+ One AUX Ethernet port and one management port.

« Two USB ports.

Power on Appliance After a Graceful Shut Down

To power on the appliance after a graceful shut-down:

1. Connect a Serial console cable to the rear of the appliance and to the serial port on a manage-
ment laptop.

Consgle Port

2. Onthe management laptop, restart a putty session using the following configuration settings:
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« Serial line: COM1
« Speed: 9600
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Saved Semzions

3. Power onthe appliance and asitis booting, press the following key in the Putty session to enter

the BIOS configuration screen. Keypress: DEL
4. When in the BIOS, navigate to,
a) Advanced Tab > Select

b) Boot Feature > Enter

{1 LL] E1]

& CPU Configuraticn
i Chipaet Configuration
B SATA Configuraticn
& PCIe/PCI/PoP Configura
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5. Whenin the Boot Feature screen, change the value of the parameter Restore on AC Power Loss;

from Last State > Powe

r ON.
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6. Navigate to Save and Exit.
a) Select Save changes and Reset
b) Select Yes

Allow the system to restart. This takes approximately five minutes.
P Conn - PuTTY
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7. After the appliance is powered on, login to the appliance management instance (SVM). The de-
fault IP address for the appliance is: 192.168.100.1, user name is: admin/password.
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8. Inthe SD-WAN appliance GUI, navigate to Configuration > System Maintenance > Restart Sys-
tem and click Reboot. Allow the appliance to fully shut down. Ensure that there are no power
lights on the appliance when the shut-down process has completed.

. Restart Citrix Virtual WAN Service
= System Maintenance

Delete Files
Restart
Restart System
Date/Time Settings
Reboot Virtual WAN Virtual Machine

Reboot VM

Reboot Virtual WAN Appliance

Reboot

9. Power on the appliance to confirm that the BIOS configuration change has been applied suc-
cessfully. This can be either done through the APC intelligent PDU Web Management console
or by physically pulling the power cable out of the shut-down SD-WAN appliance, waiting for
10 seconds and then plugging it back in again. The appliance power ups automatically from all

shut-down scenarios.

Citrix SD-WAN 2000 SE

May 23,2019
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The Citrix SD-WAN 2000-SE platform is a 1U appliance with one quad-core processor and 24 gigabytes
(GB) of memory.

The following figure shows the front panel of the SD-WAN 2000-SE appliance.

Figure 1. Citrix SD-WAN 2000-SE appliance, front panel

Ethernet Ports
141, 1/2 = apA
1/3, 1/4 = apB

Management/Aux1
LCD Keypad LCD Port

Console Port LOM/Primary
Part

SD-WAN 2000-SE appliance has the following ports:

« An RS232 serial console port.

+ A copper Ethernet (RJ45) Port called the Lights out Management (LOM) port. You can use this
port to remotely monitor and manage the appliance independently of the appliance’s software.

+ Acopper Ethernet (RJ45) management port, numbered 0/1, and named PRI (primary). The man-

agement port is used to connect directly to the appliance for system administration functions.

You can use this port for initial provisioning of Virtual WAN. The LOM port also operates as a

management port.

Four 10/100/1000Base-T copper Ethernet ports numbered 1/1, 1/2, 1/3, and 1/4 from left to

right. The four ports form two accelerated pairs, which function as accelerated bridges. Ports

1/1 and 1/2 are accelerated pair A (apA), and 1/3 and 1/4 are accelerated pair B (apB).

Figure 2. Citrix SD-WAN 2000-SE appliance,back panel

Solid State Drive Power Switch
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The following components are visible on the back panel of the SD-WAN 2000-SE appliance:

» 600 GB removable solid-state drive, which stores the appliance’s software and user data, and 1
TB hard disk drive.

« Power switch. Press the switch for five seconds to switch off the power.

« USB port (reserved for a future release).

« Non-maskable interrupt (NMI) button, for use at the request of Technical Support to produce a
core dump. You must use a pen, pencil, or other pointed object to press this red button, which
is recessed to prevent unintentional activation.
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+ Single power supply, rated at 300 watts, 100-240 volts.

Citrix SD-WAN 2100 SE

June 25,2020

The Citrix SD-WAN 2100-SE platformis a 1U appliance with 8 core processor and 32 GB (GB) of memory.

The following figure shows the front panel of the SD-WAN 2100-SE appliance.

Figure 1. Citrix SD-WAN 2100-SE appliance, front panel

SD-WAN 2100-SE appliance has the following ports:

« An RS232 serial console port.

+ 10/100/1000 Base-T copper Ethernet management port (RJ45) called the Lights out Manage-
ment (LOM) port labeled LOM, and management port labeled 0/1. You can use these ports to
remotely monitor and manage the appliance independently of the appliance’s software.

« USB ports.

« Four 1000 Base-TX copper Ethernet ports.

» Four 1GE SFP ports.

Port Labels - old 2100-SE Front Bezel Description
LOM Lights out management Port
0/1 Management Port

LOMO/L  0f2

[l L

LOM 01 o2

Port Labels - new 2100-SE Front Bezel Description
LOM 0/1 Lights out management and Management Port
0/2 Management port that is reserved for future

use (Management)
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+ A copper Ethernet (RJ45) Port called the Lights out Management (LOM) port labeled lights out
management and 0/1. You can use this port to remotely monitor and manage the appliance
independently of the appliance’s software.

+ Acopper Ethernet (RJ45) management port, labeled 0/2. This management port cannot be used
for system administration functions. This port is reserved for future use.

Figure 2. Citrix SD-WAN 2100-SE appliance, back panel

Power Switch Power Supply 1

Solid State Drives Dizable Alarm Button Fower Supply 2,
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The following components are visible on the back panel of the SD-WAN 2100-SE appliance:

+ 240 GB removable solid-state drive and 1 blank slot.

« Power switch, which switches power to the appliance on or off. Press the switch for five seconds
to switch off the power.

« Non-maskable interrupt (NMI) button, for use at the request of Technical Support to produce a
core dump. Use a pen, pencil, or other pointed object to press the red button, which is required
to prevent unintentional activation.

« Single power supply, rated at 450 watts, 100-240 volts.

Convert 2100 SE Appliance to 2100 PE Appliance
Important

To use PE functionality, the 2100 appliance needs to have SD-WAN release 9.3 or higher software
version. The SD-WAN release 9.3 and higher software release versions support 2100 PE.

+ 2100 SE ships with only one SSD (240 GB) and one blank carrier.

« If you want to upgrade to a PE appliance, you can order the kit. The kit includes an extra SSD
(480 GB) and appropriate license for PE.

+ Upon receiving the kit, install the new 480 GB drive in the empty slot (leaving original SSD as is).
Upgrade to SD-WAN release 10.0, and apply new PE license.

Note

You can also convert a 2100 SE appliance to 2100 PE appliance using the USB reimage utility.
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Insert Solid State Drive (SSD)

1. Insert the required SSD in the standard edition appliance. For instructions about how to insert
SSD, see Solid State Drive (Field Replaceable Unit).
a) 2100 SE appliance requires 480 GB or more SSD.

Power Switch Power Supply 1

Solid State Drives Dizable Alarm Button Power Supply 2,
NI buttunl (ssD=) Customer installec
[reccessed) option

2. Restart the appliance through the SD-WAN web management interface.

3. Ensure that the software release version installed on the appliance is SD-WAN release version
10.0. Follow the steps provided here; upgrade new appliance.

4., Install the Enterprise Edition platform license. For license information, see the Citrix SD-WAN
product downloads.

5. Upgrade the network using single step upgrade to software release version 10.0 or later.

Configure Management IP address using serial Console

Access serial console of the appliance.

Log in using the root/nsroot credentials.

Type the ssh admin@169.254.0.60 -l administrator command.

Type password: password.

Type the management_ip command.

Type the set interface 192.168.100.1 255.255.255.0 192.168.100.254 command.
Type the apply command.

N ok~ DN

Summary of Hardware Specifications

August 18, 2020

The following table summarizes the specifications of the SD-WAN 1000-SE, 2000-SE, and 2100-SE hard-
ware platforms.

© 1999-2021 Citrix Systems, Inc. All rights reserved. 109


https://docs.citrix.com/en-us/citrix-sd-wan-platforms/common-components/cb-hardware-fru-con1/cb-hardware-ssd-ref-sh1.html
https://docs.citrix.com/en-us/netscaler-sd-wan/10/updating-upgrading/upgrade-new-appliance.html
https://docs.citrix.com/en-us/netscaler-sd-wan/10/updating-upgrading/single-step-upgrade-for-standard-edition-appliances.html
mailto:admin@169.254.0.60

Citrix SD-WAN Platforms

Specifications

Bandwidth

Total sessions, Max
Virtual Paths
(Static/Dynamic)

Processor
Total Disk Space
RAM

Network Interfaces

Power Supplies

Rack Units
System Width

System Depth
System Weight
Shipping dimensions
and weight

Voltage

Power consumption
(Max.)

Operating
Temperature (degree
Celsius)
Non-operating
Temperature (degree
Celsius)

Allowed Relative
Humidity

SD-WAN 1000-SE

Up to 100 Mbps
10,000

4 Cores
1X480 GB SSD
16 GB

2 pair with bypass
10/100/1000; 2 Gigk
ports for
Management and AUX
ports

1

1U

EIA 310-D for 19-inch
(482.6 mm) racks

10” (25.4 cm)
8.5 Ibs (3.9 kg)

26 L x18.5Wx6.5” H;
14.5 lbs

100/240 VAC, 50-60
Hz
200W

10-35

-40to +70

8% - 90%
non-condensing

SD-WAN 2000-SE

Up to 300 Mbps
20,000

4 Cores
1X800 GB SSD
24 GB

2 pair with bypass
10/100/1000

1U

EIA 310-D for 19-inch
racks

23.5” (60 cm)
32 lbs (14.5 kg)

32Lx23.5Wx7.5” H;
39 lbs

100/240 VAC, 50-60
Hz
300W

0-40

-40to +70

5%-95%
non-condensing

SD-WAN 2100-SE

Up to 2 Gbps
256/32

8-Core 2.1 GHz
1X240 GB SSD
32GB

2 pair with bypass of
1G; 4 x 1GE SFP; 2
GigE ports for
Management and AUX
ports

1 moduleand 1
optional FRU

U

EIA 310-D for 19-inch
racks

24” (61 cm)
32 lbs (14.5 kg)

33"Lx24”Wx8”H;
40 lbs

100/240 VAC, 50-60
Hz
450 W

0-40

-10C to +60C

20%-80%
non-condensing
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Specifications

Safety certifications

Electromagnetic and
susceptibility
certifications

Environmental
certifications

6100 Standard Edition and Premium Edition appliance

March 4, 2021

SD-WAN 1000-SE

CSA/EN/IEC/UL
60950-1 Compliant,
UL, or CSA Listed
(USA and Canada), CE
Marking (Europe)

FCC Class A, EN 55022
Class A, EN
61000-3-2/-3-3, CISPR
22 Class A

RoHS, WEEE

SD-WAN 2000-SE

CSA/EN/IEC/UL
60950-1 Compliant,
UL, or CSA Listed
(USA and Canada), CE
Marking (Europe)

FCC (Part 15 Class A),
CE, C-Tick, VCCI-A,
CCC, KCC, NOM,
SASO, SABS, PCT

RoHS, WEEE

SD-WAN 2100-SE

CSA/EN/IEC/UL
60950-1 Compliant,
UL, or CSA Listed
(USA and Canada), CE
Marking (Europe)

FCC (Part 15 Class A),
CCC, KCC, NOM, CITC,
EAC, DoC, CE, VCCl,
RCM

RoHS, WEEE

The Citrix SD-WAN 6100 Standard Edition (SE)/ Premium Edition (PE) is a 2U appliance. Each model
has two 14-core processors for a total of 28 physical cores (with hyper-threading enabled), and 256 GB
of memory. For latest performance and bandwidth capacity details, see the Citrix SD-WAN data sheet.

The following Citrix SD-WAN software versions are supported on the 6100 appliance editions:

« Citrix SD-WAN 6100 SE - Citrix SD-WAN 10.2.3 and above.
+ Citrix SD-WAN 6100 PE - Shipped with Citrix SD-WAN 10.2.7 image, upgrade the software to Citrix
SD-WAN 11.2.1 and above to enable PE functionality.

The Citrix SD-WAN 6100 SE/PE appliance front panel has the following ports:
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4Xx
10G Base-SR
Fail-To-Wire

Lights Out Management

USB 3.0
Serial Console Mgmt 4% ax
1000 Base-TX 10G SFP+
Fail-To-Wire
Port Description
0/1,0/2 10/100/1000 Base-T copper Ethernet
management ports (RJ45)
1/1,1/2,1/3,1/4 1000 Base-TX Fail-To-Wire
10/1,10/2,10/3, 10/4 10G Base-SR Fail-To-Wire
10/5,10/6,10/7,10/8 10G SFP+

The following components are visible on the back panel of the Citrix SD-WAN 6100 SE/PE appliance:

Power ON/OFF

Dual
Redundant
Power Supply

Reset button
SSD drive bays

For Citrix SD-WAN 6100 SE [SSD Configuration]

« Drive bay 3 -2.5” Boot drive SSD with 480 GB capacity
« Drive bay 1,2,4-2.5” SSD Plastic Drive Tray “Fillers- Dummy”

For Citrix SD-WAN 6100 PE [SSD Configuration]
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« Drive bay 3-2.5” Boot drive SSD with 480 GB capacity
 Drivebay1,2,4-2.5"960 GB SSD.

Power Switch and back end Button functionalities:

« Power switch, which turns off power to the appliance, as if you were to unplug the power supply.
Press the switch for five seconds to turn off the power.

« Disable PS alarm button is functional only when the appliance has two power supplies.
Press this button to mute the power alarm from sounding:

- When you have plugged the appliance into only one power outlet.
- When one power supply is malfunctioning and you want to continue operating the appli-
ance until it is repaired.

 Dual redundant, hot-swappable power supplies (100-240 VAC standard 1,000 W, 48 V DC op-
tional).

Convert the Citrix SD-WAN 6100 SE appliance to the Citrix SD-WAN 6100 PE appliance

1. Insert the required SSD in the Citrix SD-WAN SE appliance.

« Drive bay 3-Insert 2.5” Boot drive SSD with 480 GB capacity.
« Drive bay 1, 2, and 4- Insert 2.5” 960 GB SSD.
For instructions about how to insert SSD, see Solid State Drive.

1. Restart the appliance through the SD-WAN web management interface.

2. Ensure that the software release version installed on the appliance is Citrix SD-WAN 11.2.1 or
above. If the appliance is running a version lower than 11.2.1, upgrade the software to 11.2.1
and perform a local change management. For upgrade instructions, see Upgrade paths.

3. Install the Premium Edition platform license. For license information, see Citrix SD-WAN prod-
uct downloads.

Summary of hardware specifications

The following table summarizes the specifications of Citrix SD-WAN 6100 SE hardware platform.

Specifications Citrix SD-WAN 6100 SE/PE

Compliance Regulatory Model number 2U1P1A

Processors 2x 14 Core processor (Intel E5-2680 v4 14-core,
2.4 GHz)

Memory 256 GB 2,400 MHz, 8x 32 GB RDIMM
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Specifications

Number of power supplies

AC power supply, input voltage, frequency, and
current

DC input voltage and Current
Typical AC power consumption
Maximum AC power consumption
Typical Heat Dissipation

Max Heat Dissipation

Typical Airflow (front to rear)

Max Airflow (front to rear)
Altitude Range

Solid State Drives (SSD)

Package weight

Shipping dimensions
System weight (lbs)

Rack Height

Rack Width

Rack Depth

Operating temperature
Humidity (non-condensing)

Safety certifications

Citrix SD-WAN 6100 SE/PE

2 (Each 1,000 W; Dual Redundant Hot
swappable)

100-240V AC, 50-60 Hz, 5.5-2.8A

-36 VDCto-72VDC, 15.4-7.7A
357TW

480 W

1251 BTU/Hr

1218 BTU/Hr

65 CFM

125 CFM

Max 5,000 m (Up to 16,000 ft)

1x480GB and 3x960GB SSD (1.2GB DBC,
applicable for PE only)

69 (lbs) (31.3 Kg)
36.5'LX24.5 WX 11’ H (94 x 63 x 28 cm)
60 (lbs) (27.2 Kg)

2U

EIA 310-D for 19 (inch) racks
28 inches (71.1 cm)

0-45°C (32-113°F)

5% - 95%

IEC 60950-1, second Edition
CSA 60950-1, second Edition
UL 60950-1, second Edition
AS/NZS 60950-1

© 1999-2021 Citrix Systems, Inc. All rights reserved.

114



Citrix SD-WAN Platforms

Specifications Citrix SD-WAN 6100 SE/PE

EMC and susceptibility US (FCC (Part 15 Class A)), Europe (CE
(EN55032/55024)), Australia (RCM), Japan
(VCCI), Korea (KCC), Taiwan (BSMI), China
(CCC), India (BIS), Russia (CUTR), Russia (EAC)
Saudi Arabia (CITC), Brazil (Anatel), South
Africa (ICASA), Mexico (NOM), Egypt (NTRA),
Israel (MoC)

Environmental compliance ROHS, WEEE, REACH

Citrix SD-WAN 1100 Standard Edition and Premium Edition

October 5, 2021

I

The Citrix SD-WAN 1100 standard and premium edition appliance is a desktop form factor appliance.

Each model has 8-core processor with 24 GB memory and 480 GB of storage (SSD drive).
The following figure shows the front panel of the 1100 SE and PE appliance.

Figure 1. Citrix SD-WAN 1100 SE and PE, front panel
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SRR

Table 1. LED power supply indicators

LED Color

Ethernet ports

Bypass LEDs
Small Form-factor Pluggable (SFP) Port LEDs
Power LEDs

The appliance has the following ports:

« Serial console port.

33D Data

passd MAGIAT GBhES

A ¥l 3

FO W

Y
vpassl POEL GbE2 SxGPIO
bi-Calar

LED
Powwer LED GhED Cambo0

LED Indicates

Active/Link: Green, Speed -1000 Orange,
Speed-100: Green, Speed-10: off

Normal Mode: Green, Bypass Mode: Orange
Active/Link: Green, Speed- 1000: Orange

Power on: Green, Power off: off

+ One 10/100/1000 Base-T copper Ethernet management port (RJ45). The management port is
used to connect directly to the appliance for system administration functions.

« Two como ports (1/5 and 1/6). One can use RJ45 or SFP port at a time.

+ 480 GB solid-state drive, which is used to store the Citrix SD-WAN software and the user data.

+ Power switch, which turns off power to the appliance, as if you were to unplug the power supply.

Press the switch for five seconds to turn off the power.
« Two Power over Ethernet (POE) ports (1/7 and 1/8). Each port has <30 watts output.
« Two sets of FTW ports, (1/1, 1/2), and (1/3, 1/4).

« USB ports.

+ Single power supply. Second power supply (optional) for redundancy, each rated at 150 W.

Accessory FRUs:

« Rackmount Kit

«+ Extra power adapter and power cord - connected to DC Jack 2
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« SFP transceiver and cable (s)

Citrix SD-WAN 1100 SE and PE back panel:

Citrix SD-WAN 1100 SE and PE back panel labeled:

Power

button POEO Consdle  pynasso Bypassl Combo0

i Combol
power
Fact POEL1
lacks e MSMT. 3830 GDEOJGbE2 Combo GbEB2
Default
(FD} GbEL fGbE3
power jack 1 power jack 2

For information about installing the rails, rack mounting the hardware, and connecting the cables,
see
Installing the Hardware.

Ports Supported speeds

1/1-1/4 100/1000
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Ports Supported speeds
1/5-1/6 RJ45: 1000 only, SFP: 100 (certain SFPs)/1000
1/7-1/8 100/1000

Citrix SD-WAN 1100 enhancement on SFP to support High Availability with Y-Cable

The available SFP ports on 1100 appliances can be used with fiber optic Y-Cables to enable high avail-
ability feature for Edge Mode deployment. On the 1100 SE/PE appliance the splitter cable split end
connects to fiber ports of two 1100 appliances that are configured in high availability pair. For more
information, see Enable Edge Mode High Availability Using Fiber Optic Y-Cable.

Citrix SD-WAN 1100 platform support for MiRiC-E1T1 FE/GBE SFP

The following two types of MiRiC SFPs are supported on the 1100 appliance for SFP ports 1/5 and 1/6.

1. MiRiC-E1T1 FE SFPs.
2. MIRIiC-E1T1 GBE SFPs.

MiRiC-E1T1 FE SFPs must configure with speed as 100 Mbps and duplex as full. MiRiC-E1T1 GBE SFPs
must configure with speed as 1 Gbps and duplex as full.

To configure, go to SD-WAN appliance GUI, navigate to Configuration > Network Adapters > Ether-

net page.

<

= Appliance Settings Canfiguration » Appliance Settings > Network Adapters

Administrator Interface

Logging/Monitoring 1P Address Ethernet Mokile Braadband
Network Adapters

Net Flow Ethernet Interface Settings

App Flow/IPFIX [For the C81100 platform, settings for parts 1/7, 1/8, 1/1, 1/2, 1/3, 1/4, 1/5 and 1/6 will only take effect when the Citrix Virtual WAN Service is enabled and the port is included in the Citrix configuration,
SNMP

0/1: = MAC Address: 1f6:df:54 Autonegotiate: W Speed: | 10 Duplex: | Full
NITRO API
Licensing 7 52 Autonegotiate: @ Speed: | 1000Mbls v | Duplex: | Full
+ Virtual WAN 18 53 Autonegotiate: @ Speed: | Unknown Duplex: | Unknown
+ System Maint : s: 08:357Lf6:df55 Autonegotiate: @ Speed: | 1000Mbls v | Duplex: | Full
172 56 Autonegotiate: (@ Speed: | 1000Mb * | Duplex | Full
173: Autonegotiate: @) Speed: | 1( v | Duplex: | Full
a: 11f6:ifi58 1000Mbrs Duplex: | Full
s: LG50 pesd: | 100Mbls Duglex: | Full v
/6 ress: 08:35:71:f6:dfi5a Autonegotiate: (1) Speed: | 100Mbls Duplex: | Full v
ge Sett:

Access MiRiC SFP web service

1. The SFP transceivers have default management IP address of 192.168.205.1, which can be used
for the SFP web service to configure relevant configurations, for example; T1 or E1. The IP ad-
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dress can be modified other than 192.168.205.1. However ensure that you avoid IP address

conflicts.

2. To enable SFP access to the management:

Log into the appliance CLI via ssh admin@(ip address)
Run: sfp_access

To enable access on 1/5, execute one of the following commands.

enable 1/5 # Works for GBE transceivers only if already configured.

enable 1/5 100 # - Works only for FE transceivers

enable 1/5 1000 # - Works only for GBE transceivers

enable 1/5 100 172.217.43.2 # - For FE transceivers and assumes a user changes the
defaultIPtoanIPin 172.217.43.0/24

enable 1/5 1000 172.217.43.2 # - For GBE transceivers and assumes a user changes the
defaultIPtoan IPin 172.217.43.0/24

Note:

Enabling management access on 1/5 automatically disables management access on
1/6, and vice versa.

To disable access to the management:

- Login appliance CLI via ssh admin@(IP address)
- Run: sfp_access
- Run: disable

To show the status:

- Login appliance CLI via ssh admin@(IP address)
- Run: sfp_access
- Run: status

Ensure that you disable the management access once configuration is done.
When the appliance is rebooted, the management access is disabled automatically.

When virtual service is restarted, the management access remains configured until enable
or disable operation is done.

When the appliance is disabled, the management access to the SFPs is lost.

When the appliance is re-enabled, the management access is regained.

3. To configure E1 or T1 type for SFP transceiver:

The client machine must be in the same IP subnet as the appliance management subnet.
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« The client machine must have a route to the subnet of SFP transceiver IP address,
192.168.205.0/24, with the appliance management IP as the gateway.

+ Open a browser and visit SFP transceiver management

+ Default user name: su

« Default password: 1234

+ To configure Interface Type (E1 or T1), navigate to Configuration > Physical Ports and
choose E1 or T1 from the drop-down menu, and click Save button.

Factory Reset

November 4, 2019

Factory Reset via button pushes

You can restore factory default settings on Citrix SD-WAN 210, 410 and 1100 appliances by performing
a reset via button pushes.

Power Off Button

NMI Reset Button

To perform factory reset on Citrix SD-WAN 410 appliance:
1. Power OFF the appliance using the power button.
Note

Ensure that the appliance is powered up, but is in OFF state.

2. Using a paper-clip, press and hold the NMI reset button for 5+ seconds or until the power LED
starts flashing.

3. While the power LED is flashing, press and release the power button to trigger the factory reset
process.

To perform factory reset on Citrix SD-WAN 210 and 1100 appliance:
1. Power OFF the appliance using the power button.
Note

Ensure that the appliance is powered up, but is in OFF state.
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2. Using a paper-clip, press and release the NMI button, the power LED starts flashing.
3. Press and release the power button within 3 seconds to trigger the factory reset process.
Tip
« Pressing the NMI reset button even number of times cancels the reset action and results in
normal appliance reboot.

+ Pressing the reset button odd number of times performs a factory reset.
+ Power LED flash indicates that the appliance is being reset.

The appliance restarts and the CLI is displayed. The appliance may reboot 4-5 times as it extracts,
copies, and initializes the boot process. At the login prompt, you can start configuring the appliance
using CLI or the web management interface.

Factory Reset via Internal USB

You can restore factory default settings on Citrix SD-WAN 210, 410, 1100, 2100, 4100, 5100, and 6100
appliances by performing a reset via the internal USB. These appliances have an internal USB drive
that stores the factory default settings.

To reset an appliance via Internal USB:

1. Connect a computer to the serial console of the Citrix SD-WAN appliance.
2. Reboot the appliance.
3. While the appliance boots when you see a cursor moving across the screen, perform the follow-
ing steps:
a) Pressand hold the ESC key.
b) Press and hold the SHIFT key.
c) Pressthe number 1 key (SHIFT +1 =!) and release all keys.
d) Repeat steps a, b, and c until the cursor stops moving.
4. Select the internal USB option that is displayed on the boot menu.

Note

The internal USB name may vary for different platforms. There may be similar option with UEFI
as well on the boot menu, ignore that and select the one with no UEFI.

Premium (Enterprise) Edition

July 26,2019
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Important

The Enterprise Edition appliance is rebranded to Premium. All references to the term Enter-
prise is applicable to the new product term Premium.

Also, the NetScaler SD-WAN product is rebranded to Citrix SD-WAN. All references to the term
NetScaler SD-WAN is applicable to the new product term Citrix SD-WAN.

The Citrix SD-WAN Premium
(Enterprise) appliances include the following editions:

» SD-WAN Premium (Enterprise) Edition 1000, 2000, and 2100

Citrix SD-WAN 1000, 2000, and 2100 Premium (Enterprise) Edition
Appliances

June 19, 2020

The SD-WAN Premium (Enterprise) edition 1000, 2000, and 2,100 appliances combine virtualized in-
stances of WAN optimization and Virtual WAN functionality installed on the appliance. It offers a com-
bination of Virtual WAN and WAN Optimization capabilities.

The SD-WAN 1000 PE, 2000 PE, and 2100 appliances are based on the Citrix branch architecture, which
supports multiple virtual machines. All branch appliances contain an SD-WAN instance, a manage-
ment service instance, and a Xenserver hypervisor.

The SD-WAN instance is typically used in inline mode, with the SD-WAN instance interposed between
the WAN router and the LAN, so WAN traffic flows through the accelerated bridge. The SD-WAN in-
stance can also be deployed in virtual inline mode, using a single accelerated bridge port.

In addition to the accelerated bridges and the Windows LAN port, a management port connects to all
virtual machines (instances) and the hypervisor.

The appliance has two modes, two-port mode and four-port mode, which determine how ports 1/3
and 1/4 are used.

Citrix SD-WAN 2100 PE (EE) Appliance

December 14, 2020

The Citrix SD-WAN 2100 PE (EE) applianceis a 1U appliance. This appliance has 8-core processor with
2.1 GHz and 32 GB of memory.
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LCD Keypad LcD Management/Aux1

LOM/Primary ~ Consale Port
Port

Ethernet Ports

The SD-WAN 2100 PE (EE) appliance has the following ports on the front panel:

« An RS232 serial console port.

+ A copper Ethernet (RJ45) Port called the Lights out Management (LOM) port. You can use this
port for initial provisioning of Virtual WAN. You can use this port to remotely monitor and man-
age the appliance independently of the appliance’s software.

« Two USB ports.
« Four 1000Base-TX copper Ethernet ports (fail-to-wire).
« Four 1GE SFP ports.

Citrix SD-WAN 2100 PE (EE) back panel

Power Switch
NMI Button{Recessed) |

i i |
l- III 1] I
] EEEEEE
, INEEEEEEEE ! | ‘ || —L
Disable Alarm V
Button

Solid State Drives Power Supply

Second power supply is opticnal

The following components are visible on the back panel of the 2100 PE (EE) appliance:

+ 240 GB and 480 GB removable solid-state drives that store the appliance’s software and user
data.

« Power switch, which switches power to the appliance on or off. Press the switch for five seconds
to switch off the power.
+ Single power supply, rated at 450 watts, 100-240 volts. Each power supply has an LED indicat-

ing its status, as described below. A second power supply is available as an extra accessory
(optional Field Replaceable Unit (FRU).

2100 PE has two disks, Drive Bay1l holds 240 GB SSD (boot disk) and Drive Bay2 holds 480 GB SSD. In
a case of replacing the old boot disk with a new 240 GB SSD boot disk, it is required to remove both
the 240 GB and 480 GB SSDs prior to plugging in the new 240 GB SSD in Bay1 and following it up with
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plugging back 480 GB SSD. This is required for the BIOS to refresh the boot order sequence to normal
state and ensure it boots from the 240GB SSD (boot disk).

Important

To use PE functionality, you need SD-WAN release 10.0 on the 2100 PE appliances and install PE
licenses.

SD-WAN 2000 PE (EE) Appliance

May 23, 2019

The Citrix SD-WAN 2000 PE (EE) platformisa 1U appliance with 1 quad-core processor and 24 gigabytes
(GB) of memory.

The following figure shows the front panel of the SD-WAN 2000 PE (EE) appliance.

Figure 1. Citrix SD-WAN 2000 PE (EE) appliance, front panel

Ethernet Ports
111, 1/2 = apA
Management/Aux1 13 11.':: - :pB
LCD Keypad LCD Port ' P
- E@E f’h?sg:’x — —— — —— [ 2
- o L

Console Port LOM/Primary
Part

SD-WAN 2000 PE (EE) appliance has the following ports:
« An RS232 serial console port.

+ A copper Ethernet (RJ45) Port called the Lights out Management (LOM) port. You can use this
port to remotely monitor and manage the appliance independently of the appliance’s software.

+ Acopper Ethernet (RJ45) management port, numbered 0/1, and named PRI (primary). The man-
agement port is used to connect directly to the appliance for system administration functions.
You can use this port for initial provisioning of WAN optimization and Windows Server.

Note: The LOM port also operates as a management port.

« Four 10/100/1000Base-T copper Ethernet ports numbered 1/1, 1/2, 1/3, and 1/4 from left to
right. The four ports form two accelerated pairs, which function as accelerated bridges. Ports
1/1 and 1/2 are accelerated pair A (apA), and 1/3 and 1/4 are accelerated pair B (apB).

The following figure shows the back panel of the SD-WAN 2000 PE appliance.

Figure 2. Citrix SD-WAN 2000 PE appliance, back panel
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The following components are visible on the back panel of the SD-WAN 2000 PE appliance:

600 GB removable solid-state drive, which stores the appliance’s software and user data, and 1

TB hard disk drive.
Power switch, which switches power to the appliance on or off. Press the switch for five seconds

.

to switch off the power.

USB port (reserved for a future release).

Non-maskable interrupt (NMI) button, for use at the request of Technical Support to produce a
core dump. Use a pen, pencil, or other pointed object to press this red button, which is recessed

to prevent unintentional activation.
« Single power supply, rated at 300 watts, 100-240 volts.

Citrix SD-WAN 1000 PE (EE) Appliance

June 19, 2020

The SD-WAN 1000 PE (EE) platform has a quad-core processor and 32 GB of memory. This platform
has a bandwidth of up to 100 Mbps.

The following figure shows the front panel of an SD-WAN 1000 PE (EE) appliance.

Figure 1. Citrix SD-WAN 1000 PE (EE), front panel

LEDs PFower Butlon

Reset Bution

The front panel of the SD-WAN 1000 PE (EE) appliance has a power button and five LEDs.

The power button is used to switch the appliance on or off.

The reset button restarts the appliance.

The LEDs provide critical information related to different parts of the appliance.

« Power Fail - Indicates the power supply unit has failed.
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« Information LED - Indicates the following:

Status

Continuously ON and red
Slow blink - 1 blink per second

Fast blink - 4 blinks per second

Solid blue

Fast blink - 3-4 blinks per second

Description

The appliance is overheated.
Fan failure, check for an inoperative fan.

Power failure, check for the non-operational
power supply.
Local UID has been activated. Use this function

to locate the serverin a rack mount
environment.

Remote UID is on. Use this function to identify
the server from a remote location.

« NIC1 and NIC2 - Indicate network activity on the LAN1 and WAN1 ports.

« HDD - Indicates the status of the hard disk drive.

+ Power - Indicates that the power supply units are receiving power and operating normally.

The following figure shows the back panel of an SD-WAN 1000 EE appliance.

Figure 2. Citrix SD-WAN 1000 PE (EE) appliance, back panel
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The following components are visible on the back panel of an SD-WAN 1000 PE (EE) appliance:

+ Cooling fan

+ Single power supply, rated at 200 watts, 110-240 volts

+ Accelerated pairs of Ethernet ports (apA and apB) which function as accelerated bridges

« RS-232 serial console port

+ One AUX Ethernet port and one management port

« Two USB ports
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Power on appliance after a graceful shutdown

1. Connect a Serial console cable to the rear of the appliance and to the serial port on a manage-

Console Port

2. Onthe management laptop, restart a putty session using the following configuration settings:

« Serial line: COM1
+ Speed: 9600

B} puTTY Configuration 7 *
Camgory
ELTI Eagic oplions: for wou Pul TY session
1 Legang S pacify the deshnaton pou want bo cornect o
e Sl e Spasd
Bel COM1 3000
F s e Emvndml_g.'pe . . .
[T e CIRaw (O Telnst ) Rlogn (S55H () Senal
Appealance:
Bahavicar Lowd, parve oo dedete & ghoopd sesqon
Tonmafuslom Saved Sesmions

3. Poweronthe appliance and asitis booting, press the following key in the Putty session to enter
the BIOS configuration screen.
Keypress: DEL

4. When in the BIOS, navigate to,

« Advanced Tab > Select
« Boot Feature > Enter
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Navigate to Save and Exit.

+ Select Save changes and Reset
 Select Yes

ESyscem Booo Feature
Esecrang.

§»<: Select Screen
E: Selsct Item
BEncer: Sslect
iﬁf—: Change Opt.
t General Help
Tevious Values
Optimized Defaults
Save [ Exit
: Exit

IIlIII'IIrIIlEI';II

When in the Boot Feature screen, change the value of the parameter Restore on AC Power

Allow the system to restart. This takes approximately five minutes.
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7. After the appliance is powered on, login to the appliance management instance (SVM). The de-
fault IP address for the appliance is: 192.168.100.1, user name is: admin/password.

8. In the SD-WAN appliance GUI, navigate to Configuration > Maintenance > Reboot Appliance.

Allow the appliance to fully shut down. Ensure that there are no power lights on the appliance
when the shutdown process has completed.
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Delete Files

Restart System
Date/Time Settings

Local Change Management
Diagnostics

Update Software
Configuration Reset

Factory Reset

System Maintenance

Configuration

Restart Citrix Virtual WAN Service

Restart

Reboot Virtual WAN Virtual Machine

Reboot VM

Reboot Virtual WAN Appliance

Reboot

Restart System

9. Power on the appliance to confirm that the BIOS configuration change has been applied suc-

cessfully. This can be either done through the APC intelligent PDU Web Management console

or by physically pulling the power cable out of the shutdown SD-WAN appliance, waiting for 10

seconds, and then plugging it back in again. The appliance power ups automatically from all

shutdown scenarios.

Summary of Hardware Specifications

June 19, 2020

The following tables summarize the specifications of the SD-WAN 1000 PE, 2000 PE, and 2100 PE plat-

forms.

Specifications

Bandwidth

Regulatory model
number

Processors

Solid State Drives
(SSD)

Memory

Number of power
supplies

SD-WAN 1000 PE

Up to 100 Mbps
NS 6xCu

4 Core

123 GB for Disk-Based
Compression (DBC);
25 GB for video
caching

32GB

1 power supply

SD-WAN 2000 PE

Up to 250 Mbps
NS 6xCu

4 Core

225 GB for Disk-Based
Compression (DBC);
50 GB for video
caching

24GB

1 power supply

SD-WAN 2100 PE

Up to 1 Gbps
1U1P1A

8 Core, 2.1 GHz

1X240 GB and 1X480
GB

32GB

1 power supply, 1
optional FRU
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Specifications

AC power supply
input voltage,
frequency, and
current

DC power supply
input voltage and
current

Maximum AC power
consumption

Airflow (front to rear)

Package weight (lbs.)
Shipping dimensions
and weight

System weight (lbs.)
Rack Units

Width

Depth

Operating
temperature

Non-operating
temperature

Humidity range
(non-condensing)

Safety certifications

SD-WAN 1000 PE

100V acto 240V ac,
50-60 Hz, 1.7-3.4 A

-40to-70V DC, 4.8 to
8.6A

200W

22.1 CFM, Full: 76.2
CFM

26 L x18.5Wx6.5” H;
14.5 |bs

8.5 Ibs (3.9 kgs)
1U

EIA310-D, 19”
10”7 25.4cm

10-35C

-40to+70C

8%-90%

CSA/EN/IEC/UL
60950-1 Compliant,
UL, or CSA Listed
(USA and Canada), CE
Marking (Europe)

SD-WAN 2000 PE

100V acto 240V ac,
50-60 Hz, 1.7-3.4 A

-40to-70V DC, 4.8 to
8.6A

300W

22.1 CFM, Full: 76.2
CFM

32Lx23.5Wx7.5” H;
39 lbs

32 lbs (14.5 kgs)
1U

EIA310-D, 19”
25.4” (64.5 cm)
0-40C

-40to+70C

5%-95%

CSA/EN/IEC/UL
60950-1 Compliant,
UL, or CSA Listed
(USA and Canada), CE
Marking (Europe)

SD-WAN 2100 PE

100V acto 240V ac,
50-60 Hz, 1.7-3.4 A

-40to-72V DC, 4.8 to
8.6A

450 W

22.1 CFM, Full: 76.2
CFM

33"Lx24”Wx8”H;
40 lbs

32 lbs (14.5 kgs)
1uU

EIA310-D, 19”
28” (71.1cm)

32-104 F (0-40 C)

14F to 140F (-10C to
60C)

20%-80%

IEC 60950-1, second
Edition, CSA 60950-1,
second Edition, UL
60950-1, second
Edition, AS/NZS
6050-1
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Specifications SD-WAN 1000 PE SD-WAN 2000 PE SD-WAN 2100 PE

EMC & susceptibility FCC (Part 15 ClassA), FCC(Part15ClassA), US(FCC (Part 15 Class

CCC, KCC,NOM, CCC, KCC, NOM, A)), Europe (CE
SASO, CITC, EAC, DoC, SASO, CITC, EAC, DoC, (EN55032/ CISPR32),
CE, VCCI, RCM CE, VCCI, RCM Australia (RCM),

Japan (VCCI), Korea
(KCC), Taiwan (BSMI),
China (CCC), India
(BIS), Russia (EAC),
Saudi Arabia (CITC),
Brazil (Anatel), South
Africa (ICASA), Mexico
(NOM), Egypt (NTRA),
Israel (MoC)

Environmental RoHS, WEEE RoHS, WEEE RoHS, WEEE
certifications

Ethernet Port Names

May 23,2019

Specify IP addresses for various Ethernet ports of the appliance when configuring the appliance. The
Ethernet ports are labeled differently on the front panel of SD-WAN 1000 PE and 2000 PE appliances
in the SD-WAN instance, as shown in the following table:

Front Panel SD-WAN Instance
SD-WAN 1000 PE SD-WAN 2000 PE

MGMT (Blue) 0/1 (LOM/PRI) Primary

AUX 0/2 (AUX) Aux

apA LAN1/WCCP (Green) 1/1 apA.l

apA WAN1 1/2 apA.2

apB LAN2 1/3 apB.1*

apB WAN2 1/4 apB.2*
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Available to the SD-WAN instance only in four-port mode.

Installing the Appliance

May 23,2019

After you have determined that the location where you install your appliance meets the environmen-
tal standards and the server rack is in place according to the instructions, you are ready to install the
hardware. After you mount the appliance, you are ready to connect it to the network, to a power
source, and to the console terminal that you will use for initial configuration. You can also connect
the appliance to a computer through Ethernet port for initial configuration. On SD-WAN 1000 PE ap-
pliance, this port is labeled as MGMT (management) port and on SD-WAN 2000 PE, the port is labeled
as PRI (primary) port. To complete the installation, you switch on the appliance. Be sure to observe
the cautions and warnings listed with the installation instructions.

Rack Mount the Appliance

May 23,2019

An SD-WAN 1000 PE (EE) or 2000 PE (EE) appliance requires one rack unit. Both are rack-mount devices
that can be installed into two-post relay racks or four-post EIA-310 server racks. Verify that the rack is
compatible with your appliance.

Rack Mount the Appliance

May 23, 2019

An SD-WAN 1000 PE (EE) or 2000 PE (EE) appliance requires one rack unit. Both are rack-mount devices
that can be installed into two-post relay racks or four-post EIA-310 server racks. Verify that the rack is
compatible with your appliance.

Connecting the Cables

June 19,2020
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When the appliance is securely mounted on the rack, determine which ports you should use. You are
then ready to connect the cables. Ethernet cables and the optional console cable are connected first.
Connect the power cable last.

Warning: Before installing or repairing the appliance, remove all jewelry and other metal ob-
jects that might come in contact with power sources or wires. When you touch both a live power
source or wire and ground, any metal objects can heat up rapidly and cause burns, set clothing
on fire, or fuse the metal object to an exposed terminal.

Ports

A typicalinstallation using a single accelerated bridge uses four Ethernet ports (the Primary port and
apA) and six IP addresses (four on the Primary port’s subnet and two on apA’s subnet).

The appliance has two motherboard ports and two accelerated bridges.

« The motherboard ports are labeled as MGMT (management) and AUX1 (auxiliary) ports in SD-
WAN 1000 appliance and PRI (primary) and AUX (auxiliary) in SD-WAN 2000 appliance. You use
MGMT port of the SD-WAN 1000 appliance and PRI port of the SD-WAN 2000 appliance for initial
configuration.

+ Accelerated bridge ports are apA and apB are available on the back panel of SD-WAN 1000 ap-
pliance and the front panel of SD-WAN 2000 appliance. On SD-WAN 1000 appliance, these ports
are labeled as LAN1 and WAN1, and LAN2 and WAN2, respectively. However, on SD-WAN 2000
appliance, these ports are labeled as 1/1 and 1/2, and 1/3 and 1/4, respectively.

Connecting the ethernet cables

Ethernet cables connect your appliance to the network. The type of cable you need depends on the
type of port used to connect to the network. Use a category 5e or category 6 Ethernet cable with a
standard RJ-45 connector on a 10/100/1000BASE-T port.

To connect an ethernet cable to a 10/100/1000BASE-T port

1. Insert the RJ-45 connector on one end of your Ethernet cable into an appropriate port. On SD-
WAN 1000 appliance, the ports are available on the back panel and labeled as LAN1 and WAN1
forapAbridged port for LAN and WAN links, respectively. On SD-WAN 2000 appliance, the ports
are available on the front panel. The ports on SD-WAN 2000 are labeled as 1/1 and 1/2 for the
apA bridged port. You can use 1/1 for LAN and 1/2 for WAN link.

2. Insert the RJ-45 connector on the other end into the target device, such as a router or switch.

3. Verify that the LED glows amber when the connection is established.
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Connecting the console cable

You can use the console cable to connect your appliance to a computer or terminal, from which you
can configure the appliance. Before connecting the console cable, configure the computer or terminal
to support VT100 terminal emulation, 9600 baud, 8 data bits, 1 stop bit, parity, and flow control set to
NONE. Then connect one end of the console cable to the RS232 serial port on the appliance and the
other end to the computer or terminal.

To connect the console cable to a computer or terminal

1. Insert the DB-9 connector at the end of the cable into the console port. On SD-WAN 1000 ap-
pliance, the port is on the back panel. On SD-WAN 2000 appliance, the port is on the front
panel.

Note: To use a cable with an RJ-45 converter, insert the optional converter provided into
the console port and attach the cable to it.

2. Insert the RJ-45 connector at the other end of the cable into the serial port of the computer or
terminal.

Connecting the power cable

An SD-WAN appliance has one power supply. A separate ground cable is not required, because the
three-prong plug provides grounding. Provide power to the appliance by installing the power cord.
Connect the other end of the power cable to a standard 110V/220V power outlet.

Switch on the Appliance

June 19, 2020

After you have installed the appliance in a rack and connected the cables, verify that the power cable
is properly connected. After verifying the connections, you are ready to switch on the appliance.

To switch on the appliance

1. Verify that the appliance is connected through a console or Ethernet port, so that you can con-
figure the appliance after it is switched on.

2. Press the ON/OFF toggle power switch on the appliance.

3. On SD-WAN 2000 appliance, verify that the LCD on the front panel is backlit and the start mes-
sage appears
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Caution: Be aware of the location of the emergency power off (EPO) switch, so that if an electrical
accident occurs, you can quickly remove power from the appliance.

Initial Configuration

May 23,2019

After checking the connections, you are ready to deploy the SD-WAN 1000 and 2000 appliances on the
network.

The appliance shipped from Citrix has default IP addresses configured on it. To deploy the appliance
on the network, you must configure the appropriate IP addresses on the appliance to accelerate the
network traffic.

To perform initial configuration:

+ Identify the prerequisites for the initial configuration.

+ Record various values required in the initial configuration procedure.
+ Configure the appliance by connecting it to the Ethernet port.

+ Perform more configuration for Windows.

+ Assign management IP address through the serial console.

+ Troubleshoot initial configuration issues.

By default, the initial configuration deploys the appliance in inline mode.

Prerequisites

May 23, 2019

Before you begin configuring the appliance, make sure that the following prerequisites have been
met:

+ You should have physical access to the appliance.

+ Inthe Worksheet, record all IP addresses and other values you would use to configure the appli-
ance. Preferably, print the worksheet before you start the configuration process.

+ You should already have an SD-WAN license key from Citrix, sent in an email. If you are using

remote licensing, you need the IP address of the licensing server.

WAN Send and Receive Speeds.
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Configuring the Appliance by Connecting a Computer to the Ethernet
Port

June 19,2020
For initial configuration of an SD-WAN appliance, perform the following tasks:

+ Configure the appliance for use on your site.
+ Install the Citrix license.

+ Enable acceleration.

+ Enable traffic shaping (inline mode only).

With inline deployments, this configuration might be all you need, because most acceleration features
are enabled by default and require no additional configuration.

You can configure the appliance connecting the appliance to your computer through either the Eth-
ernet port or the serial console. The following procedure enables you to configure the appliance by
connecting it to your computer through the Ethernet port.

Note: On an SD-WAN 1000 appliance, you use the Ethernet port labeled as MGMT. However, on
SD-WAN 2000 appliance, you use the Ethernet port labeled as PRI or LOM.

If you want to configure the appliance by connecting it to the computer through the serial console,
assign the management service IP address from your Worksheet by completing the Assigning a Man-
agement IP Address through the Serial Console procedure, and then run steps 4 through 25 of the
following procedure.

Note: Make sure that you have physical access to the appliance.

To configure the appliance by connecting a computer to the SD-WAN appliance
Ethernet port 0/1

1. SettheEthernetportaddressof acomputer (or other browser-equipped device with an Ethernet
port), to 192.168.100.1, with a network mask of 255.255.0.0. On a Windows device, this is done
by changing the Internet Protocol Version 4 properties of the LAN connection, as shown below.
You can leave the gateway and DNS server fields as blank.
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2. Using an Ethernet cable, connect this computer to the port labeled MGMT on an SD-WAN 1000
appliance, or to the port labeled PRI on an SD-WAN 2000 appliance.

3. Switchontheappliance. Using the web browser on the computer, access the appliance by using
the default management service IP address http://192.168.100.1.

4. On the login page, use the following default credentials to log on to the appliance.
5. Start the configuration wizard by clicking Get Started.

6. On the Platform Configuration page, enter the respective values from your worksheet, as
shown in the following example:
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10.

11.

12,

13.

14.

15.

16.

17.

Metwork Configuration

CeudBridge Configuration

System Settings

Note: If, for SD-WAN configuration, you want to use the same network mask and gateway
as those for Network Configuration, select the Use System Netmask and Gateway option.

Click Done. A screen showing the Installation in Progress... message appears. This process
takes approximately 2 to 5 minutes, depending on your network speed.

Note: If you are configuring the appliance by connecting it to your computer through the
serial console port, skip step 8 through step 14.

A Redirecting to new management IP message appears.
Click OK.

Unplug your computer from the Ethernet port and connect the port to your management net-
work.

Reset the IP address of your computer to its previous setting.

From a computer on the management network, log on to the appliance by entering the new Man-
agement Service IP address, suchashttps://<Managemnt_IP_Address>,inaweb browser.

To continue the configuration, accept the certificate and continue. The option to continue varies
according to the web browser you are using.

Log on to the appliance.

The Configuration wizard starts again. In this wizard, some of the values which you have already
provided, appear by default. Specify rest of the values you have recorded in your worksheet.

In System Services section, update the values if necessary.

Inthe Licensing section, select the appropriate license type. You can either select a local license
or a remote license server to apply a license to the appliance.
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18.

19.

20.

21.

22.

23.

24.

a) If you opt for a local license, you must generate a license by using the host ID of the appli-
ance. To generate a local license for the appliance, see http://support.citrix.com/article/
ctx131110. To apply the license, you can navigate to the SD-WAN > Configuration > Ap-
pliance Settings > Licensing page, after completing the Configuration wizard.

b) If you opt for a remote licensing server, you must select a remote appliance model and
provide the IP address of the licensing server in the Licensing Server Address field.

In the WAN Link Definition section, specify receive and send speeds for the WAN link in the
respective fields. Citrix recommends values 10% lower than the WAN bandwidth, to avoid net-
work congestion.

By default, WAN-side adapter settings are configured on the appliance. Accept the default set-
tings.
Click Install. After the Installation process is complete, the appliance restarts.

When the appliance restarts, the Dashboard page appears.
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To configure the appliance to accelerate the network traffic, open navigate to the Configuration
tab.

Note: Make sure that you have already applied the appropriate license to the appliance.
On the Network Adapters page of the Appliance Settings node, verify and, if necessary, assign

IP addresses, subnet masks, and gateways to the accelerated bridges (apA and apB) to be used.
Applying these changes restarts the appliance.

Note: You need to assign IP addresses to apA and apB adapters only if you intended to
configure WCCP mode, virtual inline mode, or the Video Caching feature on the appliance.

The Initial Configuration is complete. Traffic now flows through the appliance. The Dashboard
page shows this traffic.
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25. You need more configuration on the appliance if you intend to use some of the modes and fea-
tures, such as, virtual inline mode, video caching, secure peering, high availability, encrypted
CIFS/MAPI acceleration, AppFlow monitoring, or SNMP monitoring.

Note:

« Inline installations place the appliance between your LAN and WAN routers, using both
ports of the accelerated bridge, such as ports LAN1 and WAN1 on an SD-WAN 1000 appli-
ance with Window Server or ports 1/1 and 1/2 on SD-WAN 2000 appliance with Windows
Server, for the apA accelerated bridge port.

« WCCP and virtual inline installations connect a single accelerated bridge port to your WAN
router.

« Virtual inline installations require that you configure your router to forward WAN traffic to
the appliance. See Router Configuration.

« WCCP installations require configuration of your router and the appliance. See WCCP Mode.

Assigning a Management IP Address through the Serial Console

May 23, 2019

If you do not want to change the settings of your computer, you can perform initial configuration by
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connecting the appliance to your computer with a serial null modem cable. Make sure that you have

physical access to the appliance.

To configure the appliance through the serial console

1.

2.

10.

11.

12.

13.

14.

Connect a serial null modem cable to the appliance’s console port.

Connect the other end of the cable to the serial COM port of a computer running a terminal
emulator, such as Microsoft HyperTerminal, with settings 9600, N,8,1, p.

On the HyperTerminal output, press Enter. The terminal screen displays the Logon prompt.

Note: You might have to press Enter two or three times, depending on the terminal pro-
gram you are using.

At the logon prompt, log on to the appliance with the following default credentials:

« Username: nsroot
« Password: nsroot.

At the $ prompt, run the following command to switch to the shell prompt of the appliance:
S ssh 169.254.0.10

Enter Yes to continue connecting to the management service.
Log on to the shell prompt of the appliance with the following default credentials:

« Password: nsroot.

. Atthelogon prompt, run the following command to open the Management Service Initial Net-

work Address Configuration menu: ## networkconfig

Type 1 and press Enter to select option 1, and specify a new management IP address for the
management service.

Type 2 and press Enter to select option 2, and specify a new management IP address for the
XenServer server.

Type 3 and press Enter to select option 3, and then specify the network mask for the manage-
ment service IP address.

Type 4 and press Enter to select option 4, and then specify the default gateway for the manage-
ment service IP address.

Type 8 and press Enter to save the settings and exit.

Access the SD-WAN appliance by entering the new management service IP address of the appli-
ance, such as https: , in a web browser of a com-
puter on the management network.
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15. Tocontinuethe configuration, accept the certificate and continue. The option to continue varies
according to the web browser you are using.

16. Run steps 4 through 25 of the Configuring the Appliance by Connecting a Computer to the Eth-
ernet Port procedure to complete the configuration process.

Setting up the SD-WAN Appliance

June 19,2020

To set up the SD-WAN appliance hardware, see the instructions documented in the Setting up the
appliance hardware section.

Citrix SD-WAN 5100 Premium (Enterprise) Edition Appliance

June 19, 2020

Citrix SD-WAN Premium (Enterprise)Edition 5100 appliances are high-performance appliances for
busy datacenters.

This appliance is designed to operate Virtual WAN links with speeds more than 1 Gbps for busy data-
centers that communicate with many branch and regional sites.

SD-WAN 5100 PE (EE) is recommended at the hub of a hub-and-spoke deployment, where smaller
appliances are used at the spokes, whenever the link speed or the number of XenApp/XenDesktop
users is higher than that can be supported by a smaller appliance.

Citrix SD-WAN 5100 PE

June 26, 2020

The SD-WAN 5100 PE is a 2U appliance. Each model has two 10-core processors for a total of 20 phys-
ical cores (40 cores with hyper-threading), and 128 GB (GB) of memory. For latest performance and
bandwidth capacity details, see the latest datasheet that gets updated more regularly at: citrix.com;
datasheet.

The SD-WAN 5100 PE appliance front panel has the following ports:

+ 10/100Base-T copper Ethernet Port (RJ45), also called lights out management (LOM) port. You
can use this port to remotely monitor and manage the appliance independently of the appli-
ance’s software.
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+ RS232 serial console port.

« Two 10/100/1000Base-T copper Ethernet management ports (RJ45). These ports are used to
connect directly to the appliance for system administration functions.

+ Eight 10G ports - 4 LC fiber ports with bypass, 4 SFP+ ports (no bypass).

« Two USB ports (reserved for a future release).

The following components are visible on the back panel of the SD-WAN 5100 PE appliance:

+ 2X1TBremovable hard disk drive.

+ Requires 960 GB more SSD. Insert the SSD into the third, fourth, and fifth drive bays.

« Boot drive bay 1, 2- [HDDs] - Hard Drive, Capacity 1TB, 2.5”, SATA 6Gb/s.

« Drive bay 3,4,5-[SSDs]- Solid State Drive, 960GB.

« Drive bay 6,7,8-[Plastic Filler] - 2.5” SSD Plastic Drive Tray Filler.

« Power switch, which turns off power to the appliance, as if you were to unplug the power supply.
Press the switch for five seconds to turn off the power.

« Disable PS alarm button. This button is functional only when the appliance has two power sup-
plies. Press this button to mute the power alarm from sounding when you have plugged the ap-
pliance into only one power outlet or when one power supply is malfunctioning and you want
to continue operating the appliance until it is repaired.

« Dual redundant, hot-swappable power supplies (100-240VAC standard, -48VDC optional).

The power supplies used for 5100 appliance is two power supplies each 1000W.

Upgrades from Standard Edition to Premium Edition use 960G SSDs, three of the SSDs installed in
bays 3,4 &5.

Upgrade 5100 SE appliance to 5100 PE appliance
Insert solid state drive (SSD)

1. Insert the required SSD in the standard edition appliance. For instructions about how to insert
SSD, see Solid State Drive (Field Replaceable Unit).
a) 5100 SE appliance requires 960 GB more SSD. Insert the SSD into the third, fourth, and
fifth drive bays.
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| |
| \/
Boot drive bay 1, 2- [HDDs]->Hard
rive,

Capacity 1TB, 2.5", SATA Drive bay 3,4,5-[SSDs]>

5Gh/s solid State Drive, 960GB Drive bay 6,7,8-[Plastic Filer]

> 2.5" 55D Plastic Drive Tray
Filler

2. Restart the appliance through the SD-WAN web management interface.

3. Ensure that the software release version installed on the appliance is SD-WAN release version
10.0. Follow the steps provided here; upgrade new appliance.

4. Install the Premium (Enterprise) Edition platform license. For license information, see the Citrix
SD-WAN product downloads site.

5. Upgrade the network using single step upgrade to software release version 10.0 or later.

Summary of Hardware Specifications

June 19, 2020

The following table summarizes the specifications of Citrix SD-WAN 5100 PE hardware platforms.

Specifications

Regulatory Model Number
Processors
Memory

Number of power supplies

AC power supply, input voltage, frequency and
current

Maximum AC power consumption
Package weight

Shipping dimensions

System weight

Rack unit

Rack options - Width

SD-WAN 5100 PE

2U1P1D
Two 10-core
128 GB

1 (optional second power supply for
redundancy)

100-240 V AC, 47-63 hz; 9.0-4.5 A

850 W

69 lbs
36.5LX245WX11’H
60 lbs

2RU

EIA 310-D, IEC 60297, DIN 41494 SC48D rack
width with mounting bracket
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Specifications

Depth

Operating temperature
Humidity (non-condensing)
Safety certifications

EMC and susceptibility

Environmental compliance

SD-WAN 5100 PE

28” (72 cm)
32-104 F (0-40 C)
20% - 80%

CSA

USA (FCC), Europe (CE), Japan (VCCI), Australia
(RCM), China (CCC), Korea (KCC), India (BIS),
Mexico (NOM), Saudi Arabia (CITC), South
Africa (ICASA), Russia (EAC), Taiwan (BSMI),
Brazil (Anatel), Israel (MoC)

ROHS, WEEE

6100 Standard Edition and Premium Edition appliance

March 4, 2021

The Citrix SD-WAN 6100 Standard Edition (SE)/ Premium Edition (PE) is a 2U appliance. Each model
has two 14-core processors for a total of 28 physical cores (with hyper-threading enabled), and 256 GB
of memory. For latest performance and bandwidth capacity details, see the Citrix SD-WAN data sheet.

The following Citrix SD-WAN software versions are supported on the 6100 appliance editions:

« Citrix SD-WAN 6100 SE - Citrix SD-WAN 10.2.3 and above.
« Citrix SD-WAN 6100 PE - Shipped with Citrix SD-WAN 10.2.7 image, upgrade the software to Citrix
SD-WAN 11.2.1 and above to enable PE functionality.

The Citrix SD-WAN 6100 SE/PE appliance front panel has the following ports:
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4Xx
10G Base-SR
Fail-To-Wire

Lights Out Management

USB 3.0
Serial Console Mgmt 4% ax
1000 Base-TX 10G SFP+
Fail-To-Wire
Port Description
0/1,0/2 10/100/1000 Base-T copper Ethernet
management ports (RJ45)
1/1,1/2,1/3,1/4 1000 Base-TX Fail-To-Wire
10/1,10/2,10/3, 10/4 10G Base-SR Fail-To-Wire
10/5,10/6,10/7,10/8 10G SFP+

The following components are visible on the back panel of the Citrix SD-WAN 6100 SE/PE appliance:

Power ON/OFF

Dual
Redundant
Power Supply

Reset button
SSD drive bays

For Citrix SD-WAN 6100 SE [SSD Configuration]

« Drive bay 3 -2.5” Boot drive SSD with 480 GB capacity
« Drive bay 1,2,4-2.5” SSD Plastic Drive Tray “Fillers- Dummy”

For Citrix SD-WAN 6100 PE [SSD Configuration]
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« Drive bay 3-2.5” Boot drive SSD with 480 GB capacity
 Drivebay1,2,4-2.5"960 GB SSD.

Power Switch and back end Button functionalities:

« Power switch, which turns off power to the appliance, as if you were to unplug the power supply.
Press the switch for five seconds to turn off the power.

« Disable PS alarm button is functional only when the appliance has two power supplies.
Press this button to mute the power alarm from sounding:

- When you have plugged the appliance into only one power outlet.
- When one power supply is malfunctioning and you want to continue operating the appli-
ance until it is repaired.

 Dual redundant, hot-swappable power supplies (100-240 VAC standard 1,000 W, 48 V DC op-
tional).

Convert the Citrix SD-WAN 6100 SE appliance to the Citrix SD-WAN 6100 PE appliance

1. Insert the required SSD in the Citrix SD-WAN SE appliance.

« Drive bay 3-Insert 2.5” Boot drive SSD with 480 GB capacity.
« Drive bay 1, 2, and 4- Insert 2.5” 960 GB SSD.
For instructions about how to insert SSD, see Solid State Drive.

1. Restart the appliance through the SD-WAN web management interface.

2. Ensure that the software release version installed on the appliance is Citrix SD-WAN 11.2.1 or
above. If the appliance is running a version lower than 11.2.1, upgrade the software to 11.2.1
and perform a local change management. For upgrade instructions, see Upgrade paths.

3. Install the Premium Edition platform license. For license information, see Citrix SD-WAN prod-
uct downloads.

Summary of hardware specifications

The following table summarizes the specifications of Citrix SD-WAN 6100 SE hardware platform.

Specifications Citrix SD-WAN 6100 SE/PE

Compliance Regulatory Model number 2U1P1A

Processors 2x 14 Core processor (Intel E5-2680 v4 14-core,
2.4 GHz)

Memory 256 GB 2,400 MHz, 8x 32 GB RDIMM
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Specifications

Number of power supplies

AC power supply, input voltage, frequency, and
current

DC input voltage and Current
Typical AC power consumption
Maximum AC power consumption
Typical Heat Dissipation

Max Heat Dissipation

Typical Airflow (front to rear)

Max Airflow (front to rear)
Altitude Range

Solid State Drives (SSD)

Package weight

Shipping dimensions
System weight (lbs)

Rack Height

Rack Width

Rack Depth

Operating temperature
Humidity (non-condensing)

Safety certifications

Citrix SD-WAN 6100 SE/PE

2 (Each 1,000 W; Dual Redundant Hot
swappable)

100-240V AC, 50-60 Hz, 5.5-2.8A

-36 VDCto-72VDC, 15.4-7.7A
357TW

480 W

1251 BTU/Hr

1218 BTU/Hr

65 CFM

125 CFM

Max 5,000 m (Up to 16,000 ft)

1x480GB and 3x960GB SSD (1.2GB DBC,
applicable for PE only)

69 (lbs) (31.3 Kg)
36.5'LX24.5 WX 11’ H (94 x 63 x 28 cm)
60 (lbs) (27.2 Kg)

2U

EIA 310-D for 19 (inch) racks
28 inches (71.1 cm)

0-45°C (32-113°F)

5% - 95%

IEC 60950-1, second Edition
CSA 60950-1, second Edition
UL 60950-1, second Edition
AS/NZS 60950-1
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Specifications Citrix SD-WAN 6100 SE/PE

EMC and susceptibility US (FCC (Part 15 Class A)), Europe (CE
(EN55032/55024)), Australia (RCM), Japan
(VCCI), Korea (KCC), Taiwan (BSMI), China
(CCC), India (BIS), Russia (CUTR), Russia (EAC)
Saudi Arabia (CITC), Brazil (Anatel), South
Africa (ICASA), Mexico (NOM), Egypt (NTRA),
Israel (MoC)

Environmental compliance ROHS, WEEE, REACH

Citrix SD-WAN 1100 Standard Edition and Premium Edition

October 5, 2021

I

The Citrix SD-WAN 1100 standard and premium edition appliance is a desktop form factor appliance.

Each model has 8-core processor with 24 GB memory and 480 GB of storage (SSD drive).
The following figure shows the front panel of the 1100 SE and PE appliance.

Figure 1. Citrix SD-WAN 1100 SE and PE, front panel
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SRR

Table 1. LED power supply indicators

LED Color

Ethernet ports

Bypass LEDs
Small Form-factor Pluggable (SFP) Port LEDs
Power LEDs

The appliance has the following ports:

« Serial console port.

33D Data

passd MAGIAT GBhES

A ¥l 3

FO W

Y
vpassl POEL GbE2 SxGPIO
bi-Calar

LED
Powwer LED GhED Cambo0

LED Indicates

Active/Link: Green, Speed -1000 Orange,
Speed-100: Green, Speed-10: off

Normal Mode: Green, Bypass Mode: Orange
Active/Link: Green, Speed- 1000: Orange

Power on: Green, Power off: off

+ One 10/100/1000 Base-T copper Ethernet management port (RJ45). The management port is
used to connect directly to the appliance for system administration functions.

« Two como ports (1/5 and 1/6). One can use RJ45 or SFP port at a time.

+ 480 GB solid-state drive, which is used to store the Citrix SD-WAN software and the user data.

+ Power switch, which turns off power to the appliance, as if you were to unplug the power supply.

Press the switch for five seconds to turn off the power.
« Two Power over Ethernet (POE) ports (1/7 and 1/8). Each port has <30 watts output.
« Two sets of FTW ports, (1/1, 1/2), and (1/3, 1/4).

« USB ports.

+ Single power supply. Second power supply (optional) for redundancy, each rated at 150 W.

Accessory FRUs:

« Rackmount Kit

«+ Extra power adapter and power cord - connected to DC Jack 2
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« SFP transceiver and cable (s)

Citrix SD-WAN 1100 SE and PE back panel:

Citrix SD-WAN 1100 SE and PE back panel labeled:

Power

button POEO Consdle  pynasso Bypassl Combo0

i Combol
power
Fact POEL1
lacks e MSMT. 3830 GDEOJGbE2 Combo GbEB2
Default
(FD} GbEL fGbE3
power jack 1 power jack 2

For information about installing the rails, rack mounting the hardware, and connecting the cables,
see
Installing the Hardware.

Ports Supported speeds

1/1-1/4 100/1000
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Ports Supported speeds
1/5-1/6 RJ45: 1000 only, SFP: 100 (certain SFPs)/1000
1/7-1/8 100/1000

Citrix SD-WAN 1100 enhancement on SFP to support High Availability with Y-Cable

The available SFP ports on 1100 appliances can be used with fiber optic Y-Cables to enable high avail-
ability feature for Edge Mode deployment. On the 1100 SE/PE appliance the splitter cable split end
connects to fiber ports of two 1100 appliances that are configured in high availability pair. For more
information, see Enable Edge Mode High Availability Using Fiber Optic Y-Cable.

Citrix SD-WAN 1100 platform support for MiRiC-E1T1 FE/GBE SFP

The following two types of MiRiC SFPs are supported on the 1100 appliance for SFP ports 1/5 and 1/6.

1. MiRiC-E1T1 FE SFPs.
2. MIRIiC-E1T1 GBE SFPs.

MiRiC-E1T1 FE SFPs must configure with speed as 100 Mbps and duplex as full. MiRiC-E1T1 GBE SFPs
must configure with speed as 1 Gbps and duplex as full.

To configure, go to SD-WAN appliance GUI, navigate to Configuration > Network Adapters > Ether-

net page.

<

= Appliance Settings Canfiguration » Appliance Settings > Network Adapters

Administrator Interface

Logging/Monitoring 1P Address Ethernet Mokile Braadband
Network Adapters

Net Flow Ethernet Interface Settings

App Flow/IPFIX [For the C81100 platform, settings for parts 1/7, 1/8, 1/1, 1/2, 1/3, 1/4, 1/5 and 1/6 will only take effect when the Citrix Virtual WAN Service is enabled and the port is included in the Citrix configuration,
SNMP

0/1: = MAC Address: 1f6:df:54 Autonegotiate: W Speed: | 10 Duplex: | Full
NITRO API
Licensing 7 52 Autonegotiate: @ Speed: | 1000Mbls v | Duplex: | Full
+ Virtual WAN 18 53 Autonegotiate: @ Speed: | Unknown Duplex: | Unknown
+ System Maint : s: 08:357Lf6:df55 Autonegotiate: @ Speed: | 1000Mbls v | Duplex: | Full
172 56 Autonegotiate: (@ Speed: | 1000Mb * | Duplex | Full
173: Autonegotiate: @) Speed: | 1( v | Duplex: | Full
a: 11f6:ifi58 1000Mbrs Duplex: | Full
s: LG50 pesd: | 100Mbls Duglex: | Full v
/6 ress: 08:35:71:f6:dfi5a Autonegotiate: (1) Speed: | 100Mbls Duplex: | Full v
ge Sett:

Access MiRiC SFP web service

1. The SFP transceivers have default management IP address of 192.168.205.1, which can be used
for the SFP web service to configure relevant configurations, for example; T1 or E1. The IP ad-
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dress can be modified other than 192.168.205.1. However ensure that you avoid IP address

conflicts.

2. To enable SFP access to the management:

Log into the appliance CLI via ssh admin@(ip address)
Run: sfp_access

To enable access on 1/5, execute one of the following commands.

enable 1/5 # Works for GBE transceivers only if already configured.

enable 1/5 100 # - Works only for FE transceivers

enable 1/5 1000 # - Works only for GBE transceivers

enable 1/5 100 172.217.43.2 # - For FE transceivers and assumes a user changes the
defaultIPtoanIPin 172.217.43.0/24

enable 1/5 1000 172.217.43.2 # - For GBE transceivers and assumes a user changes the
defaultIPtoan IPin 172.217.43.0/24

Note:

Enabling management access on 1/5 automatically disables management access on
1/6, and vice versa.

To disable access to the management:

- Login appliance CLI via ssh admin@(IP address)
- Run: sfp_access
- Run: disable

To show the status:

- Login appliance CLI via ssh admin@(IP address)
- Run: sfp_access
- Run: status

Ensure that you disable the management access once configuration is done.
When the appliance is rebooted, the management access is disabled automatically.

When virtual service is restarted, the management access remains configured until enable
or disable operation is done.

When the appliance is disabled, the management access to the SFPs is lost.

When the appliance is re-enabled, the management access is regained.

3. To configure E1 or T1 type for SFP transceiver:

The client machine must be in the same IP subnet as the appliance management subnet.
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« The client machine must have a route to the subnet of SFP transceiver IP address,
192.168.205.0/24, with the appliance management IP as the gateway.

+ Open a browser and visit SFP transceiver management

+ Default user name: su

« Default password: 1234

+ To configure Interface Type (E1 or T1), navigate to Configuration > Physical Ports and
choose E1 or T1 from the drop-down menu, and click Save button.

Factory Reset

November 4, 2019

Factory Reset via button pushes

You can restore factory default settings on Citrix SD-WAN 210, 410 and 1100 appliances by performing
a reset via button pushes.

Power Off Button

NMI Reset Button

To perform factory reset on Citrix SD-WAN 410 appliance:
1. Power OFF the appliance using the power button.
Note

Ensure that the appliance is powered up, but is in OFF state.

2. Using a paper-clip, press and hold the NMI reset button for 5+ seconds or until the power LED
starts flashing.

3. While the power LED is flashing, press and release the power button to trigger the factory reset
process.

To perform factory reset on Citrix SD-WAN 210 and 1100 appliance:
1. Power OFF the appliance using the power button.
Note

Ensure that the appliance is powered up, but is in OFF state.
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2. Using a paper-clip, press and release the NMI button, the power LED starts flashing.
3. Press and release the power button within 3 seconds to trigger the factory reset process.
Tip
« Pressing the NMI reset button even number of times cancels the reset action and results in
normal appliance reboot.

+ Pressing the reset button odd number of times performs a factory reset.
+ Power LED flash indicates that the appliance is being reset.

The appliance restarts and the CLI is displayed. The appliance may reboot 4-5 times as it extracts,
copies, and initializes the boot process. At the login prompt, you can start configuring the appliance
using CLI or the web management interface.

Factory Reset via Internal USB

You can restore factory default settings on Citrix SD-WAN 210, 410, 1100, 2100, 4100, 5100, and 6100
appliances by performing a reset via the internal USB. These appliances have an internal USB drive
that stores the factory default settings.

To reset an appliance via Internal USB:

1. Connect a computer to the serial console of the Citrix SD-WAN appliance.
2. Reboot the appliance.
3. While the appliance boots when you see a cursor moving across the screen, perform the follow-
ing steps:
a) Pressand hold the ESC key.
b) Press and hold the SHIFT key.
c) Pressthe number 1 key (SHIFT +1 =!) and release all keys.
d) Repeat steps a, b, and c until the cursor stops moving.
4. Select the internal USB option that is displayed on the boot menu.

Note

The internal USB name may vary for different platforms. There may be similar option with UEFI
as well on the boot menu, ignore that and select the one with no UEFI.

VPX models

July 26,2019
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Important
The NetScaler SD-WAN product is rebranded to Citrix SD-WAN. All references to the term
NetScaler SD-WAN is applicable to the new product term Citrix SD-WAN.

The Citrix SD-WAN VPX (Virtual) appliances include the following editions:

« SD-WAN VPX-SE
« SD-WAN VPX-WANOP
» SD-WAN VPX-L

Citrix SD-WAN VPX Standard Edition

June 19, 2020

Citrix SD-WAN Standard Edition is a virtual Citrix SD-WAN appliance that can be hosted on Citrix
XenServer, VMware ESX or ESXi, Microsoft Hyper-V, and Amazon AWS-virtualization platforms. An
SD-WAN VPX appliance supports most of the features of a physical Standard Edition or WANOP
appliances.

Because SD-WAN SE Edition VPXis a virtual machine, you can deploy your choice of hardware, exactly
where you need it, and in combination it with other virtual machines - servers, VPN units, or other
appliances - to create a unit that precisely suits your needs.

SD-WAN Standard Edition VPX software is available as:

+ AXen virtual machine running under XenServer 6.5 SP1.
« AVMware vSphere virtual machine running under ESX/ESXi 5.5, 6.0, and 6.5.

When a newly installed SD-WAN SE VPX virtual machine is up and running, you configure as you would
configure a physical SD-WAN SE appliance, using the same configuration screens.

Differences between WANOP VPX and Physical SD-WAN WANOP Appliances

An SD-WAN WANOP VPX virtual appliance is similar to an SD-WAN Repeater 8500 series appliance,
including support for the
SD-WAN Plug-in and links of up to 45 mbps. Following are the key differences:

+ Except for Amazon EC2 instances, licensing via remote license servers is mandatory for retail
licenses. Local licensing is available for non-retail licenses, such as evaluation and VPX Express
licenses. For Amazon EC2 instances, you can use either Citrix licensing or select a product with
built-in licensing for the bandwidth limit you desire (2, 10, 20, or 45 Mbps).

+ SD-WAN VPX obtains its SD-WAN Plug-in licenses from the remote license server (except for SD-
WAN VPX for Amazon Web Services, which does not support Plug-ins). Plug-ins connecting to
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multiple virtual appliances consume only a single Plug-in license, not one license per appliance,
as long as all virtual appliances use the same license server.

« The SD-WAN LCD front-panel display is not supported.

« The RS-232 serial command interface is not supported.

« Multiple accelerated bridges are not supported.

« Ethernet bypass cards are not supported.

« Group mode is not supported.

+ SD-WAN High-availability mode is not supported. (XenServer high availability and vSphere high
availability are supported.)

» Three ports are supported (apA.1, apA.2, and Primary), except for Amazon Web Services in-
stances, which support only a single port.

For step-by-step instructions on installing and deploying an SD-WAN VPX-SE, see the following:

« Installing VPX-SE on VMware ESXi - See Installing and Deploying an SD-WAN VPX-SE on ESXi.

+ Installing SD-WAN VPX-SE on XenServer - The procedures for installing an SD-WAN Virtual WAN
(Standard Edition) VPX (SD-WAN VPX-SE) and an SD-WAN WAN Optimization appliance (WANOP
VPX) are similar. However, there are some critical differences, as outlined in Differences Be-
tween an SD-WAN VPX-VW and WAN OP VPX Installation.

Prerequisites

January 21,2021

This section outlines the hardware and software requirements for Citrix SD-WAN Virtual Appliance
(SD-WAN VPX-SE), and defines the platform dependencies.

NOTE

« From 10.2.6 and 11.0.3 release onwards, it is mandatory to change the default admin user
account password while provisioning any SD-WAN appliance or deploying a new SD-WAN
SE VPX. This change is enforced using both CLI and Ul.

+ Asystem maintenance account - CBVWSSH, exists for development and debugging and has
no external login permissions. The account can only be accessed through a regular admin-

istrative user’s CLI session.

With 10.2.6 release, the default password is the serial number of the SD-WAN appliance and is man-
dated to change on first time logon. The LOM access will also be disabled.

Hardware requirements

The SD-WAN VPX-SE hardware requirements for the hosting platform are as follows:
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« Virtual CPUs: 4 Core, 2.7 GHz (or equivalent) processor or better.
« Memory: 4 GB RAM
+ Management Interface: 1 (default)

Disk space requirements

Virtual path count MCN/RCN Branch
Less than 128 120 GB 40 GB (Default)
Greater or equal to 128 240 GB 120GB

Software requirements

This section outlines the software requirements for the SD-WAN VPX-SE, and basic information on
acquiring and downloading the SD-WAN VPX-SE software.

Operating system requirements

SD-WAN VPX-SE Virtual Appliance supports the following server platforms:

« XenServer Hypervisor 6.5 SP1

« VMware Hypervisor ESXi server, version 5.5.0 or higher
+ Microsoft Azure

« AWS

« Linux-KVM

Browser requirements

Browsers must have cookies enabled, and JavaScript installed and enabled.
The SD-WAN VPX-SE Management Web Interface supports the following browsers:

+ Google Chrome 49.0.2623112 m+
+ Mozilla Firefox 43.0.4+
+ Microsoft Internet Explorer 11.0.9600.18163+

Downloading the installation files

Before beginning the installation, you must download or copy the SD-WAN VPX-SE OVF template (.ova
file) to the local PC you are using to connect to the ESXi server that will host your SD-WAN VPX-SE.
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Note

Remote licenses are supported for SD-WAN VPX-VW. For additional information on licensing and
downloading SD-WAN software, see the sections, Licensing and Acquiring the SD-WAN Software
Packages.

To download the SD-WAN VPX-SE installation files, go to the following URL:
http://www.citrix.com/downloads.html
Instructions for downloading the software are provided on this site.
Download the appropriate file, as follows:
« To install SD-WAN VPX-SE on XenServer, download this file: cb-vw-vpx-<version>.xva

« Toinstall SD-WAN VPX-SE on VMware ESXi Server, download thisfile: cb-vw-vpx-<version>_vmware.ova,
where <version> is the current SD-WAN SE version number.

The following section provides a summary of the steps and procedures involved in installing and con-
figuring an SD-WAN VPX-SE Virtual Appliance.

Interface specifications

The SD-WAN VPX-SE interface specifications are as follows:

« SD-WAN VPX-SE supports a maximum number of five interfaces.

« The first interface is reserved for use as the Management IP Address for the Virtual Appliance.

+ Before powering up the new VM for the SD-WAN VPX-SE Virtual Appliance, you must configure
and assign more interfaces (one each) for the LAN and WAN.

+ For SD-WAN VPX-SE, bridges are not created by default for the data interface (for example, eth1
and eth2).

Supported topology deployments

Deployments that are supported for hardware SD-WAN Appliances are also supported for SD-WAN
VPX-SE. SD-WAN VPX-SE supports both 1-arm and In-line deployments. WCCP is not supported.

Checklist

June 19, 2020

Gather the following information:
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+ Note the IP Address of the ESXi server that will host the SD-WAN VPX-SE Virtual Machine
(VM).

+ Select a unique name to assign to the SD-WAN VPX-SE VM.
« Determine the amount of memory to allocate for the SD-WAN VPX-SE VM.

« Determine the amount of disk capacity to allocate for the virtual disk for the VM (default disk
space requirement is 39.1 GB).

« If you are not using DHCP, note the IP Address you intend to assign as the static Management IP
Address for the SD-WAN VPX-SE. (By default, SD-WAN VPX-SE uses DHCP).

+ Determine the Gateway IP Address the SD-WAN VPX-SE will use to communicate with external

networks.
« Note the subnet mask for the network in which the SD-WAN VPX-SE will reside.

Citrix SD-WAN VPX-SE Versus VPX-WANOP

June 19,2020

This section outlines the essential differences between installing a SD-WAN VPX (VPX-SE) for deploy-
ment in your SD-WAN network, as compared to a SD-WAN VPX for WAN Optimization.

The primary differences when installing and configuring a SD-WAN VPX-SE virtual appliance from SD-
WAN WANOP VPX, are as follows:

+ Download the following installation files from the Citrix SD-WAN downloads site (http://www.
citrix.com/downloads.html).

Note

Remote licenses are supported for SD-WAN VPX-SE.

+ Toinstall SD-WAN VPX-SE on XenServer, download this file: xcb-vw-vpx-\<version\>.xvax
+ Toinstall SD-WAN VPX-SE on VMware ESXi Server, download thisfile: xcb-vw-vpx-\<version
\>\\_vmware.ovax*
Where <version>is the current SD-WAN version number.
Note

For additional information on licensing and downloading SD-WAN software, see the sections,
Licensing and Acquiring the SD-WAN Software Packages.

« SD-WAN VPX-SE Virtual Appliance supports the following server platforms:
- XenServer Hypervisor 6.5 SP1
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- VMware Hypervisor ESXi server, version 5.5.0 or higher

+ SD-WAN VPX-SE supports both Inline and PBR deployments; however, WCCP deployments are
not supported for VPX-SE.

« The Virtual Machine for the SD-WAN VPX-SE Virtual Appliance must be installed manually, on
either the XenServer or VMware ESXi Server platform. Currently, there is no installation wizard
for this procedure.

+ The minimum configuration requirements for the Virtual Machine are as follows:

Virtual CPUs: 4

Memory: 4GB RAM

Virtual Datastore: 40 GB disk

Management Interface: 1 (default)

« SD-WAN VPX-SE interface specifications are as follows:
- SD-WAN VPX-SE supports a maximum number of five interfaces.
- The first interface is reserved for use as the Management IP Address for the Virtual Appli-
ance.
- Before powering up the new VM for the SD-WAN VPX-SE Virtual Appliance, you must con-
figure and assign additional interfaces (one each) for the LAN and WAN.
- ForVPX-SE, bridges are not created by default for the data interface (for example, eth1 and
eth2).
« If you are not using DHCP, you must configure a static Management IP Address for the SD-WAN
VPX-SE Virtual Appliance.

Note

DHCP is enabled by default for the SD-WAN VPX-SE Management IP Address.

To configure a static Management IP Address for a SD-WAN VPX-SE Virtual Appliance, do the following:

1. Open the vSphere Client or XenServer Client where you created the SD-WAN VPX-SE Virtual Ma-
chine (VM).

2. Open the vSphere or XenServer Console for the new SD-WAN VPX-SE, and log into the Adminis-
trator account for the VM.

« Default Administrator user name: admin
+ Default Administrator password: password

3. Enter the following command lines at the console CLI prompt:

pre codeblock management_ip set_management_ip set interface <ip> <

subnetmask> <gateway> <!--NeedCopy-->

Where:
- <ip>is the Management IP Address for the SD-WAN VPX-SE Virtual Appliance.*
- <subnetmask>* is the subnet mask used to define the network in which the SD-WAN VPX-SE
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Virtual Appliance resides.
- <gateway>" is the Gateway IP Address of the SD-WAN VPX-SE Virtual Appliance will use to com-
municate with external networks.

4. Restart the SD-WAN VPX-SE Virtual Appliance VM.
Note

See also the section, Setting the Management IP Addresses for the Appliances.

Overview of VPX Installation and Deployment

June 19,2020

This section provides a summary of the steps involved for installing and deploying a
SD-WAN VPX-SE Virtual Appliance.

You can install SD-WAN VPX-SE on the following platforms:

+ VMware ESXi - For instructions, see Installing and Deploying a SD-WAN VPX-SE on ESX.

+ XenServer - The procedures forinstalling a SD-WAN VPX (VPX-SE) and a SD-WAN (WAN Optimiza-
tion) VPX are very similar. For instructions on installing a SD-WAN WANOP VPX on XenServer, see
the chapter entitled, “CloudBridge VPX,” in the document entitled, Citrix CloudBridge 7.4 Prod-
uct Documentation, available on the Citrix Documentation Portal (http://docs.citrix.com/). See
also, Differences Between a SD-WAN VPX-SE and WANOP VPX Installation.

Summary of Procedures for Deploying a SD-WAN VPX-VW on ESXI

The following list summarizes the steps and procedures involved in deploying a SD-WAN VPX-SE on a
VMware ESXi server.

1. Gather your SD-WAN VPX-SE installation and configuration information. For instructions, see
SD-WAN VPX-SE Installation and Configuration Checklist.

2. Install the VMware vSphere Client. For instructions, see Installing the VMware vSphere Client.

3. Install and deploy the SD-WAN VPX-SE OVF Template. For instructions, see Installing and De-
ploying the SD-WAN VPX-SE OVF Template.

4. Configure the SD-WAN VPX-SE Management IP Address. For instructions, see Configuring the
Management IP Address for the SD-WAN VPX-SE

5. Connect to the SD-WAN VPX-SE and test the deployment. For instructions, see Connecting to
the SD-WAN VPX-SE and Testing the Deployment.
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Virtual Ethernet Ports Per VPX-SE/VPXL-SE Platforms

June 19, 2020

In SD-WAN 9.3 release, the VPX-SE/VPXL-SE platforms support 4 Virtual Ethernet interface only. This
leadsto deploymentissues when multiple VLANs are mapped to the same interface (debuggability). In
SD-WAN 10.0, support for additional ports for VPX-SE high availability deployments between servers
is added. This support would enable customers to map high availability interfaces one-to-one to real
ports to avoid any hypervisor misconfiguration that would separate the virtual appliances and cause
both virtual appliance to become active. Not all Hypervisors support nine Virtual Ports which is re-
quired to support the maximum configuration. If more ports are configured in the SD-WAN appliance
than available, SD-WAN supports the current configuration that has more SD-WAN ports than Hyper-
visor ports.

VPX Standard Edition on ESXi

May 23,2019

This chapter provides step-by-step instructions for installing, configuring, and deploying the SD-WAN
VPX-SE. This includes basic instructions for installing the VMware vSphere Client, which you use to
create and deploy the SD-WAN VPX-SE Virtual Machine.

Note

VMware vSphere Client operation details might change with new releases of the vSphere soft-
ware. For the most complete and current vSphere Client installation and operation instructions,
please refer to your VMware documentation. The instructions in this chapter are intended to
provide the most basic and essential guidelines, only, for installing an SD-WAN VPX-SE Virtual
Machine on the ESXi platform.

The following summarizes the top-level steps for installing and deploying an SD-WAN VPX-SE. Perform
these procedures in the exact order listed.

Install the VMware vSphere Client.

Install and deploy the SD-WAN VPX-SE OVF Template.
Configure the SD-WAN VPX-SE Management IP Address.
Connect and test the deployment.

> w N e
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Install Client

June 19, 2020

This section provides basic instructions for downloading and installing the VMware vSphere client you
use to create and deploy the SD-WAN VPX-SE Virtual Machine.

Note

Please refer to your VMware vSphere Client documentation for additional information. SD-WAN
can be deployed in vShpere Client version 5.5 or later.

1. Open a browser and navigate to the ESXi server that will host your vSphere Client and VPX-SE
Virtual Machine (VM) instance at: https://my.vmware.com/group/vmware/evalcenter?p=free-
esxi6 The VMware ESXi downloads page displays,

Download Packages

[=]  Your downloads are available below

= VMware vSphere Hypervisor 6.0 Update 2 - Binaries

ESXi ISO image (Includes VMware Tools)

2016-03-15 | 6.0U2 | 357.95 MB | iso

Boot your server with this image in order to install or upgrade to ESXi (ESXi requires 64-bit capable
saervers). This ESXi image includes WMware Tools.

MDSSUM('): 7b85a48eb672277186d2422ebd42f506

SHA1SUM('): 5a93f457980d18f7061c8bE50c509682070cadc?
SHA2565UM('): b8eb47e171bdEa7eee92beebd0bbbI5abi8d0ablBe3cct322b67815dalcofcdd

ViMware vSphere Client 6.0 Update 2

2016-03-15 1 6.0U2 1 348.81 MB | exe

2. lick the Download vSphere Client link to download the vSphere Client installation file.

3. Install the vSphere Client. Run the vSphere Client installer file that you downloaded, and accept
each of the default options when prompted.

4. Aftertheinstallation completes, start the vSphere Client program. The VMware vSphere Client
login page displays, prompting you for the ESXi server login credentials.
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( @ VMware vSphere Client u |
vmware

VMware vSphere™

Client

Iﬂ All wSphere features introduced in vSphere 5.5 and beyond are
L available only through the vSphere Web Client. The traditional
N wSphere Client will continue to operate, supporting the same
feature set as wSphere 5.0,

To directly manage a single host, enter the IP address or host name,

To manage multiple hosts, enter the IP address or name of a |
L wCenter Server,
[l
IF address [ Name: IlU. 199,107.49 ;I
| User name: Iruot
Password: I********

™ Use Windows session credentials

Loagin Close |

L © 4

5. Enter the ESXi server login credentials. Enter the following:
« IP address [ Name: Enter the IP Address or Fully Qualified Domain Name (FQDN) for the
ESXi server that hosts your SD-WAN VPX-SE VM instance.
+ User name: Enter the server Administrator account name. The default is root.
« Password: Enter the password associated with this Administrator account.
6. Click Login. This displays the vSphere Client main page.
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File Edit View Inventory Administration Plug-ins Help
B B & o
Inventory
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Administration
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o H
Roles System Logs
Recent Tasks MName, Target or Status contains: = Clear X
Name Target Status Details Initiated by Requested Start Ti...— | Start Time Completed ~
< I b
7 Tasks root 7

The next stepis to install and deploy the SD-WAN VPX-SE OVF template and set up the Virtual Machine.
The following section provides instructions for these procedures.

Deploy SD-WAN VPX

June 25, 2020

This section provides instructions for installing the SD-WAN VPX OVF template and creating the SD-
WAN VPX Virtual Machine.

1. If you have not already done so, download the SD-WAN VPX OVF template file (.ova file) to the
local PC. Download or copy the SD-WAN VPX OVF template to the local PC you are using to con-
nect to the ESXi server that will host your SD-WAN VPX. The OVF template file has a file name
using the following naming convention: cb-vw-vpx-version_number-vmware.ova, where:

« version_number is the SD-WAN VPX release version number.
« .ova is the file name suffix indicating that this is an OVF template file.
Note

For additional information, see Downloading the Software Packages.
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2. Continuing in the vSphere Client, click File and then select Deploy OVF Template... from the
drop-down menu. This displays the first page of the Deploy OVF Template wizard, the Source
page.

1% Deploy OVF Template (=] ===

Source
Select the source location.

Deploy from a file or URL

|C: \Citrin-5D-WAN \ch-vw-vpx-9. 1.0, 100-vmware. ova ﬂ Browse...

Enter a URL to download and install the OWF package from the Internet, or
specify a location accessible from your computer, such as a local hard drive, a
network share, or a CO/OVD drive.

< Back | Mext = I Cancel |

4

3. Select the CB VPX-VW OVF template (.ova file) you want to install. Browse to the location of the
.ova file you downloaded earlier to the local PC, and select it.

4. Click Next. This imports the selected .ova file and displays the OVF Template Details page.
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@ Deploy OVF Template E'@

OVF Template Details
Verify OVF template details.

Source
OVF Template Details L o
End User License Agreement Product: Citrix NetScaler SD-WAN VPX
Name and Lacation Version: R9_1_0_100_540037
Disk Format
Network Mapping Vendor: Gtz
Ready to Complete
Download size: 1.6 GB
Size on disk: Unknaown (thin provisioned)

39. 1 GB (thick provisioned)

Description: Citrix NetScaler SD-WAN Virtual Machine

< Back | MNext = I Cancel |

5. This page displays some basic information regarding the OVF template you imported.

6. Click Next. This proceeds to the End User License Agreement page.
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(@ Deploy OVF Template A N ‘ ‘ L= E) i

Source

OVF Template Detais
End User License Agr
Name and Location
Disk Format

Network Mapping
Ready to Complete

1 {11} 3

!

End User License Agreement
Accept the end user icense agreements.

CITRIX LICENSE AGREEMENT

This s a legal agreement ("AGREEMENT") between the end-user customer ("you"), and the providing Citrix entity (the appicable
providing entity is hereinafter referred to as "CITRIX"). Your location of receipt of Citrix product (hereinafter "PRODUCT™) and
software maintenance (hereinafter "MAINTENANCE") determines the providing entity hereunder. Citrix Systems, Inc., a Delaware
corporation, icenses the PRODUCT and provides MAINTENANCE in the Americas. Citrix Systems International GmbH, a Swiss
company wholy owned by Citrix Systems, Inc., icenses the PRODUCT and provides MAINTENANCE in Europe, the Middle East, and
Africa. Citrix Systems Asia Pacific Pty Ltd. icenses the PRODUCT and provides MAINTENANCE in Asia and the Pacific (excluding
Japan). Citrix Systems Japan KK licenses the PRODUCT and provides MAINTENANCE in Japan. BY INSTALLING AND/OR USING THE
PRODUCT, YOU ARE AGREEING TO BE BOUND BY THE TERMS OF THIS AGREEMENT. IF YOU DO NOT AGREE TO THE TERMS OF
THIS AGREEMENT, DO NOT INSTALL AND/OR USE THE PRODUCT. Nothing contained in any purchase order or any other
document submitted by you shal in any way modffy or add to the terms and conditions contained in this AGREEMENT.

1. PRODUCT LICENSES.

a. End User Licenses. The PRODUCT is made avafable by CITRIX under the icense modes identified at
hittp://www.citrix.comy/buy/icensing/product.htmi. Notwithstanding anything set forth in this AGREEMENT or at the referenced
website, your use of Open Source Software shal in al ways be exclusively governed by the open source icense indicated as
appicable to the code at http://www.citrix.com/buy/icensing/open-source.html "Open Source Software" means those portions of
the PRODUCT that are made avaiable by CITRIX under an open source lcense (e.g., a version of a GNU General Publc License, BSD
or a kcense simiar to those approved by the Open Source Initiative (http://opensource.org).

Your kcense to the PRODUCT will be activated by cense keys that alow use of the PRODUCT in increments defined by the icense
model purchased ("License Keys”). License Keys for other CITRIX products or other editions of the same PRODUCT may not be
used to increase the alowable use for your edition of the PRODUCT.

b. Partner Demo. If the PRODUCT & labeled "Partner Demo,” notwithstanding any term to the contrary in this AGREEMENT,
your license permits use only f you are a current CITRIX authorized distributor or reseller, and then only for demonstration, test, or
evaluation purposes in support of your end-user customers, and not for any other purpose, including without imitation customer
training or production purposes. Note that a Partner Demo PRODUCT may disable itseff upon the expiration of the License Key. In
no event may a Partner Demo PRODUCT be used beyond expiration.

c Evalsation, If the PRODUCT s labeled "Evaluation,” notwithstanding any term to the contrary in this AGREEMENT, your

v |

< Back | Next > | Cancel

7. Click Accept, and then click Next. This proceeds to the Name and Location page.
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@ Deploy OVF Template E\@

Mame and Location
Specfy a name and location for the deployed template

Source MName:

'\ i e
OVF Template Details Tix NetS SOWAN VX

End User License Agreement
Name and Location The name can contain up to 80 characters and it must be unique within the inventory folder.

Disk Format
Metwork Mapping
Ready to Complete

< Back | Mext = I Cancel |

8. Enter a unique name for the new VM (or accept the default). The name must be unique within
the current Inventory folder, and can be up to 80 characters in length.

9. Click Next. This displays the Disk Format page. The SD-WAN VPX-VW Virtual Machine requires
39.1 GB of disk space.
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e

() Deploy OVF Template

Disk Format

Source
OVF Template Details
End User License Agreement

Mame and Location
Disk Format
Metwork Mapping
Ready to Complete

In which format do you want to store the virtual disks?

Datastore: |daiash3re 1

Available space (GB):

¥ Thick Provision Lazy Zeroed
™ Thick Provision Eager Zeroed
" Thin Provision

384,

0

< Back | Next > | Cancel I
A
10. Accept the default settings, and click Next. This proceeds to the Network Mapping page.
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@ Deploy OVF Template

e

Network Mapping
‘What networks should the deployed template use?

Source
OVF Template Details
End User License Agreet

Map the networks used in this OVF template to networks in your inventory

Name and Location Source Networks Destination Networks
Disk Format i

Network Mapping Management Network WM Network

Ready to Complete

Description:

The Management Network network

< 1 ]

< Back

| Next > |

Cancel

Help |

11. Accept the default (VM Network) and click Next. This proceeds to the Ready to Complete page.
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(&) Deploy OVF Template

Ready to Complete

Are these the options you want to use?

Source

COVF Template Details
End User License Agreement

Mame and Location
Disk Format

Network Mapping
Ready to Complete

When you dick Finish, the deployment task will be started.

Deployment settings:
OWFfile: C:\Citrix-SD-WAN\cb-vw-vpx-9.1.0.100_vmwareova
Download size: 1.6 GB
Size ondisk: 39.1 GB
Name: Citrix NetScaler SD-WAN VPX
Host/Cluster esxi-60-k3-12
Datastore: datastorel

Disk provisioning:
Network Mapping:

Thick Provision Lazy Zeroed
"Management Network"to"vM Network"

1
™ Power on after deployment
< Back | Finish I Cancel
4
12. Click Finish to create the VM.
Note
Decompressing the disk image onto the server could take several minutes.
This displays the Deploying Citrix SD-WAN VPX status dialog box.
(@ 16% Deploying Citrix NetScaler SD-WAN VPX (ool o]
Deploying Citrix MetScaler SD-WAN VPX
Deploying disk 1 of 1
30 minutes remaining
[T Close this dialog when completed
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Depending on the conditions present on your server, the deployment can take from several min-
utes to a few hours to complete. When the SD-WAN VPX Virtual Machine has been successfully
created, a success message displays.

——*
f'_?,] Deployment ComB]med Success... l:ln:l ﬁ

Deploying Citrix NetScaler SD-WAN VPY

Completed Successfully

Close

L

13. Click Close. This closes the Deploy OVF Template wizard and returns to the vSphere Client
main window. If this is the first VM you have created using this vSphere Client, the vSphere
Client Home page displays. If you have previously created one or more VMs, the Inventory
page displays.

The next step is to configure the SD-WAN VPX Management IP Address. The following section provides
instructions for this procedure.

Configure Management IP

December 15, 2020
There are two methods for assigning the Management IP Address to the SD-WAN VPX Virtual Machine:

« Automatic: By default, all SD-WAN VPX Virtual appliances use the Dynamic Host Control Proto-
col (DHCP) to automatically acquire the Management IP Address. To use DHCP, the DHCP server
must be present and available in the SD-WAN. For acquiring the IPv6 addresses automatically,
the appliances can use DHCP or Stateless Address Auto Configuration (SLAAC). For instructions
onidentifying the acquired Management IP Address, see Displaying the DHCP assigned Manage-
ment IP Address for the VPX.

« Manual: If you are not using DHCP or SLAAC, you must manually assign a static Management
IP Address for the SD-WAN VPX Virtual Appliance. For instructions, see Manually Configuring a
Static Management IP Address for the VPX.

Manually configuring a static Management IP address for the VPX

If you are not using DHCP or SLAAC, you must configure a static Management IP Address for the SD-
WAN VPX Virtual Appliance VM manually. To configure, use the console of the Virtual Machine you
created, in the vSphere Client.
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Note

DHCP is enabled by default for the SD-WAN VPX Management IP Address.

1. Continuing in the vSphere client Inventory page, select the new SD-WAN VPX VM in the
Inventory tree (left pane). This displays the Inventory page for the new VM, with the Getting

Started tab preselected.
@ 10.199.81.141 - vSphere Client == ﬂ

File Edit View Inventory Administration Plug-ins Help

(5] | €y Home P g ventory b [ ventory

I A i =
= @ 10.199.81.141 Citrix NetScaler SD-WAN VX
@ ACS5-01

B CBVPX-VW K-01 243 |
i cbvwedm-84 close tab [X] «
B cbvwedm-90merge What is a Virtual Machine?
(G | Citrix NetScaler SD-WAN VPX ) P

A virtual machine is a software computer that, like a Virtual Machines . ™

physical computer, runs an operating system and ol Q\

applications. An operating system installed on a virtual
machine is called a guest operating system

Because every virtual machine is an isolated computing
environment, you can use virtual machines as deskiop or
workstation environments, as testing environments, or to
consolidate server applications.

Virtual machines run on hosts. The same host can run
many virtual machines.

|

Basic Tasks

[» Power on the virtual machine

3 Edit virtual machine settings =

< | ]

Recent Tasks MName. Target or Status contains: = r— Clear %
Name | Target | Status | Details | Initiated by | Reguested Start Time ~ | Start Time | Completed Time
<l 1l | i
@ Tasks [root

2. Power on the new Virtual Machine. In the Basic Tasks section of the Getting Started tab page,
click Power on the virtual machine (green play button) to power on the new SD-WAN VPX-SE
VM.

3. Select the Console tab in the Inventory page tab bar. The Console tab is located in Inventory
page tab bar at the top of the main page area. Selecting this tab displays and enables access to
the CLI console for the VM.
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() 10.199.81.141 - vSphere Client L |

File Edit View Inventory Administration Plug-ins Help

| £) Home P &3 Inventory ¢ [l Inventory
Bl g8 &R 2 S R

= @ 10.199.81.141 Gitrix NetScaler SD-WAN VPX
& ACS5-01 !
B CBVPX-VW K-01 243
B cbvwedm-84
(B cbvwcdm-90merge
{1 [ Citrix NetScaler SD-WAN VPX

Recent Tasks Mame. Target or Status contains: Clear X

Name Target Status Details | Initiated by | Requested Start Time =  Start Time Completed Time

¥ Power On virtual machine & Citrix @ Completed root 4/20/2016 9:52:08 PM 4202016 9:52:08 PM 4/20/2016 9:52:09 PM

4 1) 3

& Tasks root
As the new VM starts up, a series of status messages display in the console.

7 S . T TR R E ? F S

Console

A-33
[ 1.751552]1 ataZ2.88: configured for UDMA~33

[ 1.763617]1 =scsi 1:8:8:8: CD-ROM NECUMMar UMware IDE CDR18 1.88 PQ
. B ANSI: 5

[ 1.772355] =d 2:8:8:8: [=sdal 81928888 512-byte logical blocks: (41.9 GB-39.08
GiB)

7741681 sd 2:8:8:8: [sdal Hrite Protect is off

.7753181 =sd 2:8:8:8: [sdal Cache data unavailable

. 7764591 =d 2:8:8:8: [sdal Assuming drive cache:! write through

. 7782341 =d 2:8:8:8: [sdal Cache data unavailable

7791571 srB: scsid-mmc drive:! 1x/1x writer dvd-ram cd/rw xa<formZ cdda tr

el el e ]

v

.779161]1 cdrom: Uniform CD-ROM driver Rewvision: 3.28

.7823141 =d 2:8:8:8: [sdal Assuming drive cache:!: write through

.884182]1 =sda: sdal sda2? sda3 sdad < sda5 sdab >

. 8859361 =d 2:8:8:8: [sdal Cache data unavailable

. 8878581 =d ¢ [sdal Assuming drive cache: write through

.8883991 =d : [sdal Attached SCSI disk

.811185]1 =d 2:8:8:8: Attached scsi generic sgB type B

. 8123841 sr 1:8:8:8: Attached scsi generic sgl type 5

.932843] e1860 00B0:82:608.8: ethB: (PCI:66MHz:32-bit) BB:Bc:29:eb:aa:cH
.933572] elBBd 0HBB:82:88.8: ethB: Intel(R) PRO-1888 NHetwork Connection
.1829311 kjournald starting. Commit interval 5 seconds

.182943]1 EXT3-f=s (=sda2): mounted filesystem with ordered data wmode

[
[
[
[
[
a
[
[
[
[
[
[
[
[
[
[
[
[

PN b b b b b ek ek ke ek
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Debian GHNUALinux

chvw login: _

When the startup process completes, the console login prompt displays.

4. Clickanywhereinside the console area to enter console mode. This turns control of your mouse
cursor over to the VM console, and enables console mode.

Note

To release console control of your cursor, press the Ctrl and Alt keys simultaneously.

5. Log into the VM console. The default login credentials for the new SD-WAN VPX-SE VM are as
follows:

+ Login: admin
« Password: password
This displays the console Welcome screen.
Last login: Tue Dec 1 14:30:29 on ttyseee
The default interactive shell is now zsh.
To update your account to use zsh, please run "chsh -s /bin/zsh .
For more details, please visit https://support.apple.com/kb/HT208050.

BANLSREEJITHS:~ sri-...3% ssh admin(@10.: .56
admin@10.] .56's password:

6. Enter the following command line at the console prompt:
+ To configure an IPv4 address:

management_ip
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This switchesto the management_ip CLIinthe console, and displays the set_management_ip
prompt.

Console to Citrix acguired

MCN_DC-MCN_DC-VPX>management_ip

Which would you like to do?

"set interface <ip address> <subnet mask> <gateway>" - Stage New Setting
s for IP Address, Subnet Mask, and Gateway IP Address

"address" - Stage New IP Address

"mask" - Stage New Subnet Mask

"gateway" - Stage New Gateway IP Address

"clear" - Clear Settings

"disable" - disable IPv4 address on the interface

"apply" - Apply Staged Settings I
"cancel" - Cancel Staged Settings

"main_menu" - Return to the Main Menu

Iset_management_ip>! I

+ To configure an IPv6 address:

management_ipv6

This switches to the management_ipv6 CLIin the console, and displays the set_management_ipvé

prompt.
[BANLSREEJITHS:~ sri $ ssh admin@1e@. .56
ladmin@1@. 3.56's password:

Console to Citrix acquired

[MCN_DC-MCN_DC-VPX>management_ipvé

set_management_ipvé>Configuring IPvé6: Enter "SLAAC" or "DHCP" or "static". Enter
"disable" to

disable. Enter "main_menu" to return to the main menu.

Iset_management_ipv6>! |

7. Configure the interface settings for the VM. Enter the following command line at the
set_management_ip prompt:

« Foran IPv4 address:

set dinterface <ip address> <subnet mask> <gateway>
Where:

- <IP address>is the Management IP Address for the SD-WAN VPX-SE Virtual Appliance.

- <subnet mask=>isthe subnet mask used to define the network in which the CB VPX-VW
Virtual Appliance resides.

- <gateway> is the Gateway IP Address the SD-WAN VPX-SE Virtual Appliance uses to
communicate with external networks.

This stages but does not apply the interface settings.
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Console to Citrix acquired

[WARNING] RADIUS server is unreachable. This may cause slowness in the CLI.
MCN_DC-MCN_DC-VPX>management_ip

Which would you like to do?
"set interface <ip address> <subnet mask> <gateway>" — Stage New Setting
s for IP Address, Subnet Mask, and Gateway IP Address
"address" — Stage New IP Address
"mask" — Stage New Subnet Mask
"gateway" - Stage New Gateway IP Address
"clear" - Clear Settings
"disable" - disable IPv4 address on the interface
"apply" - Apply Staged Settings
"cancel" - Cancel Staged Settings
"main_menu" - Return to the Main Menu

set_management_ip>set interface 10. 255.255.255.0 18@. 1

+ Foran IPv6 address:
set interface <IPv6 address> <prefix>

where:

- <IPv6 address> is the Management IP Address for the SD-WAN VPX-SE Virtual Appli-

ance.

- <prefix>represents a block of address space or a network.

Enter one of the following:

- SLAAC: Enables SLAAC for automatically assigning an IPv6 address to each device on
the network. SLAAC enables an IPv6 client to generate its own addresses.

Console te Citrix acquired

[WARMING] RADIUS server is unreachable. This may cause slowness in the CLI.

MCN_DC-MCN_DC-VPX>
[WARMING] RADIUS server is unreachable. This may cause slowness in the CLI.

MCN_DC-MCN_DC-VPX>management_ipvé
set_management_ipwé>Configuring IPvé: Enter "SLAAC" or "DHCP" or "static®. Enter “"disable" to
disable. Enter “"main_menu® to return to the main menu.

[set_management_ipvé:SLﬁAC ]

set_management_ipvé_slaac>Please enter "enable" to enable slaac. To disable, please go to management_ipwé

menu. Enter “main_menu® to return to the main menu.

set_management_1pvo_slaac>enable

anag 3 5 . gve been enabled for Vé. Applying settings to take effect.
Applied changes, duplicate address detection is in progress!! Please wait.

Mo conflicts detected!! The IPvé address is applied to tn-mgte!!

set_management_ipvé_slaacsl|

- DHCP: Enables DHCP for assigning IP addresses automatically. Select stateful or
stateless based on your need.
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Console to Citrix acquired

[WARNING] RADIUS server is unreachable. This may cause slowness in the CLI.

[MCN_DC-MCN_DC-VPX>management_1ipvé
set_management_ipvé>Configuring IPwé6: Enter "SLAAC" or "DHCP" or "static". Enter "disable" to

disable. Enter "main_menu" to return to the main menu.

|set_management_lpvé>DHCP I

set_management_ipvé_dhcp>Please enter "enable" to enable DHCPv6. To disable, please go to
management_ipvé menu. Enter "main_menu" to return to the main menu.

Iset_manaEement_lpvé_dhcp>enable l
e of DHCP do you like to enable? Please select "stateful" or

["stateless". Enter "main_menu" to return to the main menu.

Iset_management_ipvé_dhcp>stateful I
n enabled for Vé. Applying settings to take effect.

set_management_ipvé_dhcp>l

Console to Citrix acquired

[WARNING] RADIUS server is unreachable. This may cause slowness in the CLI.

[MCN_DC-MCN_DC-VPX>management_ipvé
set_management_ipvé>Configuring IPvé6: Enter "SLAAC" or "DHCP" or "static". Enter "disable" to

disable. Enter "main_menu" to return to the main menu.

Fet_management_ipvé>DHCP I
r

set_management_ipvé_dhcp>Please enter "enable" to enable DHCPvé. To disable, please go to
management_ipvé menu. Enter "main_menu" to return to the main menu.

set_management_ipvé_dhcp>enable

= =9 e of DHCP do you like to enable? Please select "stateful" or
Enter "main_menu" to return to the main menu.

["stateless”.

|set manaﬂement i$V6 dth>stateless !
anagemen nterface settings have been enabled for V6. Applying settings to take effect.

set_management_ipvé_dhcp>l

- Static: Enter the IP address is manually.

Console to Citrix acquired

[MCN_DC-MCN_DC-VPX>management_ipvé
set_management_ipvé>Configuring IPvé: Enter "SLAAC" or "DHCP" or "static". Enter "disable" to
disable. Enter "main_menu" to return to the main menu.

Iset_management_lpv6>statlc I

IPv6 Address: (Not configured)
IP Prefix: {Not configured)

Which would you like to do?
"set interface <ip address> <IPvé prefix>" — Stage New Settings for IP Address and prefix

"main_menu" - Return to the Main Menu

set_management_ipvé_static>set interface fd73:

[IP Address: fd73:2039:5849:26: 14

IP Prefix: 64

Which would you like to do?
"apply™ - Apply Staged Settings
“cancel" - Cancel Staged Settings
"main_menu" = Return to the Main Menu

set_management_ipvé_staticsf]

8. Apply the staged settings for the VM interface. Do the following:

a) Enter the following command at the set management_ip prompt (for IPv4) or
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set_management_ipv6 prompt (for IPv6): apply
b) When prompted to confirm the apply operation, enter Y.
interface settings for the VM, and displays the results.
TR T W e

This applies the staged

Console

9. Enter exit and press Return at the prompt to exit the management_ip CLI.

10. Exit the console. Enter exit and press Return at the console prompt, and then press Ctrl+Alt
to regain control of the cursor.

11. Shutdown and restart the VM. Do the following:

a) Select the Getting Started tab to display the Basic Tasks options.

(4 10.199.81.141 - vSphere Client =B X
File Edit View Inventory Administration Plug-ins Help
(€] | £y Home P &8 Inventory » @ Inventory
w906 D e P8
B} El‘oiggssﬁ%nl‘ﬂ Citrix NetScaler SD-WAN VPX
& CBVPX-VW K-01 243 Getting Started Il
& cbvwedm-84 cl ab =
@ cbvwedm-90merge What is a Virtual Machine?
(G [Citrix NetScaler SD-WAN VPX
A virtual machine is a software computer that, like a Virtual Machines o p |
physical computer, runs an operating system and N A
applications. An operating system installed on a virtual nh L
machine is called a guest operating system y
Because every virtual machine is an isolated computing 3
environment, you can use virtual machines as desktop or
workstation environments, as testing environmenis, or to
consolidate server applications
Virtual machines run on hosts. The same host can run
many virtual machines
|
Basic Tasks
Shut down the virtual machine
i suspend the virtual machine
5 Edit virtual machine settings -
4 »
Recent Tasks Name, Target or Status contains: ~ Clear %
\ Name Target Status Details | Initiated by | Requested Start Time < | Start Time Completed Time
#1 Tasks root

b) Inthe Basic Tasks section, click Shut down the virtual machine (red box icon).
You are prompted to confirm that you want to shut down the guest operating system for
the VM.
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Confirm Shutdown
Shut down the guest operating system of the virtual machine
== Citrix NetScaler SD-WAN VPX 7
Yes Mo

c) Click Yes to confirm. This shuts down the guest operating system and powers off the VM.
When the shutdown completes, the Power on the virtual machine option (green play

button) becomes available.
@ 10.199.81.141 - vSphere Client =n i

File Edit View Inventory Administration Plug-ins Help

[« :é} Home P g Inventory P Bl Inventory ‘
[a w » &8|6 & B|d| & &

= @ 10.199.81.141
& ACS5-01 » o, [ ' ! g ——
3 CBVPX-VW K-01 243 fecuiB3r:ice . Summary | Resource Allocation | Performance | Events | Console ' Permissions
@ cbvwedm-84 —
(B cbvwcdm-90merge
(50 | Citrix NetScaler SD-WAN VPX

Gitrix NetScaler SD-WAN VPX

close ta [{] 4|
What is a Virtual Machine?

A virtual machine is a software computer that, like a Virtual Machines
physical computer, runs an operating system and
applications. An operating system installed on a virtual
machine is called a guest operating system.

Because every virtual machine is an isolated computing
environment, you can use virtual machines as desktop or o
workstation environments, as testing environments, or to ==

e Host
consolidate server applications
Virtual machines run on hosts. The same host can run o I
many viriual machines. \l“] X
Basic Tasks vSphere Client
[» Power on the virtual machine
5 Edit virtual machine settings |
-
< | o]
Recent Tasks Name. Target or Status contains: ~ Clear X
Name | Target | Status Details | Initiated by | Requested Start Time < | Start Time | Completed Time .
¥ Initiate guest OS shutdown &1 Citrix .. @ Completed roct 4/20/2016 9:35:58 PM 4/20/20169:35:58 PM 4/20/20169:35:58 PM ™
Pl n | 3
|1 Tasks | oot 4

12. Restart the Virtual Machine. Click Power on the virtual machine (green right-arrow) to restart
the VM. You can view the progress of the start-up process in the Console tab page for the VM.

© 1999-2021 Citrix Systems, Inc. All rights reserved. 183



Citrix SD-WAN Platforms

ystem with ed data mode
mmit inter
nternal jo E
filesystem with g C mode
mmit inte
inte 1 3

mode
Flow Control

Dehian GNUALinux 7 chww ttyl

chyw login:

You can now proceed to the final step, Connecting to the SD-WAN VPX-SE and Testing the De-

ployment

Displaying the DHCP assigned Management IP address for the VPX

This section provides instructions for displaying and recording the DHCP-assigned Management IP
Address for the new SD-WAN VPX-SE Virtual Appliance VM.
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Note

By default, all SD-WAN VPX-SE Virtual Appliances use DHCP. If you are not using DHCP, or have
assigned a static IP Address for the Virtual Appliance, you can skip this step. If you are using

DHCP, the DHCP server must be present and available in the SD-WAN before you can complete

this step.

To display the DHCP-assigned Management IP Address for the Virtual Appliance, do the following:

1. Continuing in the vSphere client Inventory page, select the new SD-WAN VPX-SE VM in the In-

ventory tree (left pane). This displays the Inventory page for the SD-WAN VPX-SE VM.

@ 10.199.81.141 - vSphere Client =|(=]
File Edit View Inventory Administration Plug-ins Help
[+ %Eﬁ Home P & Inventory b [ Inventory |
mn » 68 6B RS
EER L Citrix CloudBridge Virtual WAN 0.0 VPX K-01 : x
[e=w bR=Elcihy, Summary . Resource Allocation | Performance | Events | Console . Permissions
 CBVPX-VW K-01 243 =y
@ cbvwedm-84 close tab [X] 4 |
& cbvwedm-90merge What is a Virtual Machine?
1| Citrix CloudBridge Virtual WAN 9.0 VPX K-01|
[ Citrix Virtual WAN Center K-01 A virtual machine is a software computer that, like a Virtual Machines
T Citrix VWC K-02 148 physical computer, runs an operating system and ?
{#1 Data ONTAP Edge applications. An operating system installed on a virtual
B dhepserver-81.170 machine is called a guest operating system.
B ExtraHop Virtual Appliance
I TBA_01 Because every virtual machine is an isolated computing = /
& TBA_0414 environment, you can use virtual machines as deskiop or o
workstation environments, as testing environments, or fo By Host
consolidate server applications.
Virtual machines run on hosts. The same host can run S
many virtual machines. &;:‘ =
Basic Tasks vSphere Client
[» Power on the virtual machine
5 Edit virtual machine settings {
=
4 L]
Recent Tasks Mame. Target or Status contains: = Clear X
Name | Target | Status | Detalls | Initiated by | Requested Start Time — | Start Time | Completed Time -
¥4 Initiate guest OS5 shutdown & Citrix Clou... @& Completed root 4/20/2016 9:35:58 PM 4/20/2016 9:35:58 PM 4/20/20169:35:58PM  ~
< I | :
[# Tasks | e

2. If you have not already done so, power on the new Virtual Machine. In the Basic Tasks section,

click the Play icon (green arrow) to power on the new SD-WAN VPX-SE VM.

3. Select the Console tab in the Inventory page tab bar. The Console tab is located in Inventory

page tab bar at the top of the main page area. Selecting this tab displays and enables access to

the CLI console for the VM.
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() 10.199.81.141 - vSphere Client L | ]

File Edit View Inventory Administration Plug-ins Help

£y Home P g Inventory P [ Inventory

N8 EGDEE RS R

= @ 10.199.81.141
G ACS5-01

B CBVPX-VW K-01 243

B cbvwedm-84

5 cbvwcdm-90merge

{3 | Citrix CloudBridge Virtual WAN 9.0 VPX K-01
i Citrix Virtual WAN Center K-01
B Citrix VWC K-02 148

{f1 Data ONTAP Edge

B dhcpserver-81.170

B ExtraHop Virtual Appliance

B TBA_01

{Hh TBA_0414

Recent Tasks Name. Target or Status contains: = Clear X

Name Target Status Details | Initiated by | Requested Start Time = | Start Time Completed Time

¥ Power On virtual machine & Citrix Clou... @ Completed root 4/20/2016 9:52:08 PM 4f20/2016 9:52:08 PM 4/20/2016 9:52:09 PM
4 1) »

& Tasks root

4. Clickanywhereinside the console areato enter console mode. This turns control of your mouse
cursor over to the VM console, and enables console mode.

Note

To release console control of your cursor, press the Ctrl and Alt keys simultaneously.

5. Press Enter to display the console login prompt. Press Enter once or twice to display the

co_ns_ol_e lqgin prompt

T

Dehian GMUsLinux 7 chww ttyl

chyw login: -
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6. Log into the VM console. The default login credentials for the new SD-WAN VPX-SE VM are as
follows:

+ Login: admin
» Password: password

This displays the console Welcome message, which includes the Host IP Address.
Last login: Tue Dec 1 17:15:16 on ttyseee

The default interactive shell is now zsh.

To update your account to use zsh, please run “chsh -s /bin/zsh’.

For more details, please visit https://support.apple.com/kb/HT208050.
BANLSREE i~ sri $ ssh admin@1e@. 3.56

admin@ie. .56's password:

Operating System 5.1 on CBVPXvl
Host IPV4 10. .56
Host IPvé fd73: tbefl

Console to Citrix acquired

[WARNING] RADIUS server is unreachable. This may cause slowness in the CLI.

MCN_DC-MCN_DC-VPX>[

[ 4

7. Record the Management IP Address for the SD-WAN VPX-SE VM.

Note

The DHCP server must be presentand available in the SD-WAN, or this step cannot be completed.

After logging into the console, the Welcome message displays the Last login information and the Host
IP Address. This IP Address is the Management IP Address for this new SD-WAN VPX-SE VM.

This completes the deployment of the SD-WAN VPX-SE Virtual Machine. The final step is to connect to
the new SD-WAN VPX-SE and test the deployment. Instructions are provided in the next section.

Connecting to the SD-WAN VPX and Testing the Deployment

June 25,2020

The next step is to connect to the new SD-WAN VPX-SE Virtual Appliance, to confirm that the deploy-
ment was successful.

To test the deployment, do the following:
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1. On a connected PC, open a browser and enter the Management IP Address for the SD-WAN
VPX-SE Virtual Appliance. You can use any PC connected to your network (for example, the local
PC you used to deploy the SD-WAN VPX-SE Virtual Machine in the vSphere Client). If you have
successfully assigned the Management IP Address for the SD-WAN VPX-SE, the Management
Web Interface Login page displays.

CITRIX’

Copyrighti€) Citrix Systems, Inc. All ights reserved.

2. Enter the Administrator user name and password, and click Login.
+ Default Administrator user name: admin
+ Default Administrator password: password

Note

It is recommended that you change the default password as soon as possible. Be sure to record
the password in a secure location, as password recovery might require a configuration reset.

After you have logged into the Management Web Interface, the Dashboard page displays.

=% Citrix NetScaler SD-WAN VPX 50-SE 9.1.0.73.533697 e

System Status ~

VPX
ress: 10.200.24.27
9.1.0.73.535697

The first time you log into the Management Web Interface on an appliance, the Dashboard displays
an Alerticon (goldenrod delta) and alert message indicating that the Virtual WAN Service is disabled,
and the license has not been installed. For now, you can ignore this alert. The alert will be resolved
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automatically after you have installed the license, and completed the configuration and deployment
process for the appliance.

You have now completed the initial installation and deployment of the SD-WAN VPX-SE Virtual Appli-
ance. However, there are some remaining steps to complete the set-up process for the Virtual Appli-
ance before adding it to your SD-WAN network. For instructions on completing the next step, please
proceed to the section, Initial setup.

SD-WAN VPX Usage Scenarios

June 22,2020

You can deploy VPX to accelerate the traffic to or from a branch office, to and from a particular server,
orin the cloud. In the data center, you can create a flexible and powerful configuration by assigning
a separate VPX instance to each server. Or, at any location, you can assign multiple VPX instances to
one server, for different types or levels of acceleration services within the same server.

For employees connecting through VPNs, VPX can accelerate their connections.

As with a physical appliance, inline mode is the most common type of configuration, but WCCP and
virtual inline modes can provide an effective deployment.

VPX usage scenarios

You can deploy VPX to accelerate the traffic to or from a branch office, orto and from a particular server.
In the data center, you can create a flexible and powerful configuration by assigning a separate VPX
instance to each server. Or, at any location, you can assign multiple VPX instances to one server, for
different types or levels of acceleration services within the same server.

For employees connecting through VPNs, VPX can accelerate their connections.

As with a physical appliance, inline mode is the most common type of configuration, but WCCP mode
can provide an effective failover mechanism.

Branch-office accelerator

AVPXimage can beinstalled on the server of your choice and deployed just like a SD-WAN/SD-WAN ap-
pliance. VPX has all the functionality of a SD-WAN/SD-WAN appliance, and in addition has advantages
provided by virtualization. Group mode and high-availability modes are not supported.

Figure 1.VPX use case #1: Branch-office accelerator

© 1999-2021 Citrix Systems, Inc. All rights reserved. 189


https://docs.citrix.com/en-us/citrix-sd-wan/11-1/configuration/setting-up-virtual-wan-appliances.html

Citrix SD-WAN Platforms

Server

WAN

i,
o—& — [
-

BranchRepeater VPX

Branch-Office
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Accelerated branch-office server

If you add a virtual server to the simple branch-office accelerator configuration, you have an accel-
erated branch-office server, as shown in the figure below. If you assign the virtual networks within
the appliance hosting the virtual machines so that the path to the WAN passes through the virtual
SD-WAN/SD-WAN, all WAN traffic is accelerated automatically. For example, all web traffic, backups,
remote applications, database queries, and operations that require network-file-system access are
accelerated.

The virtual environment allows you to add the desired functionality to the server unit, including the
operating system and features of your choice. This configuration accelerates all the WAN traffic from
every system in the branch office. You can even deploy multiple virtual servers on the same machine,
consolidating your branch-office rack down to a single unit running multiple virtual machines.

Figure 2. VPX use case #2: Accelerated branch-office server

Server
WAN

0 S S =N =

Branch
Repeater VPX Branch-Office _I-j

Server

Branch-Office
Users

Accelerated datacenter servers

Installing VPX VMs on every server in the data center creates a solution that scales perfectly as you
add server capacity, while minimizing the number of servers by adding acceleration to the servers
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themselves. Once you have more than a few accelerated servers, the aggregate acceleration provided
by multipleVPX VMs exceeds anything that can be provided with a single appliance.

VPX accelerates all types of network applications, including XenApp, XenDesktop, Citrix Merchandis-
ing Server, network file systems, databases, web servers, and more.

Figure 3. VPX use case #3: Accelerated Datacenter Servers

Servers

Branch Datacenter

Repeater VPX Server
WAMN

Branch Datacenter
Repeater VPX Server

Branch Datacenter
Repeater VPX Server

VPN accelerator

By installing the VPN of your choice with VPX, you have an accelerated VPN.

Note: Unlike other configurations, the VPN virtual machine is on the WAN side and the VPX virtual
appliance is on the LAN side, because the VPN traffic must be decrypted for compression and
application acceleration.

Figure 4. VPX use case #4: VPN accelerator
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Server

Internet
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Repeater VPX Datacenter
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Multiple VPX Instances on the same server

By putting multiple VPXVMs on the same server, you can create different types or levels of acceleration
services within the same unit. One VPX instance might be dedicated to a critical application, or each
instance dedicated to an individual remote site or customer. Use VLAN switches to direct traffic to the
appropriate VPX instance.

Figure 5. VPX use case #5: Multiple Instances for Dedicated Acceleration Resources

Server
Internet 3
O E WEWITCH VEWITCH = =
Datacenter
i 'E Servers
Branch

Repeater VPX

WCCP and virtual inline deployment

WCCP and virtual inline modes are suitable for one-arm deployments, which use only one port. The
Amazon AWS version of VPX uses only a single port, and is thus always deployed in a one-armed mode.

Figure 6. VPX use case #6: WCCP or virtual inline deployment
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In cases where an Ethernet bypass card would be desirable, using WCCP instead of inline mode pro-
vides effective fault-tolerance, because WCCP has built-in health-checking. Instead of forwarding traf-
fic through an unresponsive WCCP device, the routers send the traffic directly to the end point.

Branch-office accelerator SD-WAN/SD-WAN VPX can be installed on the server of your choice and de-
ployed just like any other SD-WAN/SD-WAN appliance. VPX has the same functionality as the SD-
WAN/SD-WAN appliance along with the additional features provided by virtualization. The group
mode and high-availability mode are not supported.

SD-WAN VPX features

VPX supports Citrix Command Center release 4.0 or later. SD-WAN also supports SD-WAN/SD-WAN
VPX Express licenses, which support a maximum accelerated sending rate of 512 kbps, 10 accelerated
connections, and 5 SD-WAN/SD-WAN Plug-ins.

« VPX for XenServer special features includes:
XenServer Essentials Support
XenMotion Live Migration

XenServer High Availability

Workload Balancing
- Performance Monitoring and Alerts
+ VPX for VMware vSphere special features include:
VMware vCenter Server (remote management).
VMware vSphere high availability (high availability).
VMware vSphere vMotion (migrate SD-WAN VPX to a different server with identical proces-

sors).
VMware Guest Customization (replicate VPX with different per-instance parameters).

System Requirements and Provisioning

October 8, 2021
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SD-WAN VPX runs on XenServer 5.5 or later, VMware vSphere ESX/ESXi 4.1 or later, Hyper-V under 64-
bit Windows Server 2008 R2 SP1, and AWS. SD-WAN VPX supports four configurations, from 2 GB to 8
GB of RAM and 100 GB to 500 GB of disk space. The intermediate, 4 GB RAM/250 GB disk configuration
is similar to the Repeater 8500 series appliance.

Supported configurations

The following tables list all supported SD-WAN VM configurations. (AWS configurations are prese-
lected and are different.)

Maximum
Maximum SD-
Accelerated WAN/SD-
Maximum Connec- WAN
Type vCPUs RAM Disk WAN Speed  tions Plug-ins

2GB 2 2GB 100 GB 2 Mbps 1,000 50
production

config.

4GB 2 4GB 250 GB 10 Mbps 10,000 250
production

config.

4GB 2 4GB 250 GB 45 Mbps 15,000 400
production

config.

(With

45mbps

license)

8 GB 4 8 GB 500 GB 45 Mbps 25,000 500
production

config.

Other configurations (not for production networks)
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Maximum
Maximum SD-
Accelerated WAN/SD-

Maximum Connec- WAN
Type vCPUs RAM Disk WAN Speed  tions Plug-ins
VPX Express 2 1GB 60 GB 512 kbps 10 5
Min. 2 1GB 60 GB 2 Mbps 1,000 5
evaluation
config.

Minimum resource requirements

An SD-WAN VPX virtual machine has the following minimum hardware requirements for a production

environment:

2 GBRAM

100 GB disk (local disks provide the best performance)

2 virtual NICs (Ethernet ports), except for AWS, which requires only one virtual NIC

2 virtual CPUs

A modern CPU (Intel Nehalem or newer or AMD Family 10 h or newer, both of which were intro-
duced in 2008). Older CPUs can run at reduced performance due to the use of emulated x86 TSC
(timestamp counter) functionality. When clock states higher than C1 are not used and Speed-
Step/PowerNow modes are disabled in the BIOS of older processors, TSC emulation will not be
used and the system runs at normal speed.

The server hosting VPX must have RAM, CPU, and disk resources greater than those required by the VPX
VM. (VPX does not support VMware hardware over-commit.) The server must have enough resources

to run the hypervisor in addition to the virtual appliance. However, having as many physical Ethernet

ports as virtual ones is not mandatory when one of a VPX VM’s Ethernet ports is connected to another

virtual machine on the same server. Possible Ethernet options include:

Mapping the VPXVM’s two virtual ports to two physical ports, rendering its operation equivalent
to that of a stand-alone SD-WAN.

Mapping one of the VPX VM’s virtual ports to a physical port, and the other to a virtual net-
work containing one or more virtual machines on the same server, thus creating an accelerated
server.

Mapping each of the VPX VM’s virtual ports to a virtual network, thus chaining the VPX VM be-
tween two sets of VMs on the same server.

The following figure shows a VPX VM in a one-arm deployment for traffic that ends on another virtual

machine on the same server. Only one physical port is required in this case, but both virtual ports are
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used.

SO-WAN VPX WAN

Network 1
Other
ViMs

Server

For VPX VM requirements for cloud deployments, see the following links:

« AWS
o Azure
« GCP

Maximum usable resources

Following are the maximum amount of resources that a single VPX virtual machine can use effectively:

« 4virtual CPUs

+ 8 GBRAM

« 500 GB disk

« 4virtual NICs (Release 9.x)

« 8virtual NICs (Release 10.x)
Server resources not allocated to VPX VMs are available to other VMs on the same server, but be
careful to avoid overcommitting resources.

Disk and RAM

While the amounts of RAM and disk space are increased, the additional resources are allocated primar-
ily to the compression subsystem. Increased memory also allows more connections and acceleration
partners to be supported.

The SD-WAN compression system makes heavy demands on the disk subsystem. In general, local disk
storage outperforms network disk storage and reduces resource contention on both the LAN and the
network disk.

The relationship between disk or memory resources and link speed is indirect. Memory and disk sizes
have no effect on the speed at which packets are sent more than the link (bps). Providing more mem-
ory and disk space improves compression performance by increasing the amount of compression his-
tory that can be used for pattern matching.
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Virtual NICs

Except for AWS, two virtual network interfaces are required. They are bridged and used for both accel-
eration and the browser based user interface. These interfaces must be attached to different virtual
networks. For one-arm operation, the second interface can be a stub, attached only to a VPX VM.

A third virtual network interface provides an independent interface to the VPX VM, which is the equiv-
alent to the Primary port on a physical appliance. It can be used for the browser based interface, but
not for acceleration.

Other virtual machines

« Server resources beyond those allocated to VPX are available for other virtual machines on the
same server.

+ Resource usage by other VMs effects VPX performance, and conversely. Acceleration makes in-
tensive use of CPU, memory, disk, and network.

Virtual network routing can be used to connect other VMs on the server to VPX VMs, but the simplest
method of connecting such VMs is to attach them to the server’s LAN-side Ethernet port. WAN-bound
packets then pass through the VPX VM’s bridge and are accelerated automatically, if they originate
inside or outside the server hosting VPX.

Figure 2. An Inline Deployment that Accelerates External Traffic and Traffic from Local VMs

LAMN SO-WAN WPX WAaN
MNetwork 0 Network 1

Other
Vids

XenServer

Installing SD-WAN Virtual Appliances on XenServer

June 19, 2020

To install NetScaler SD-WAN virtual appliances on Citrix XenServer, you must first install XenServer
on a machine with adequate system resources. To perform the SD-WAN VPX installation, you use Cit-
rix XenCenter, which must be installed on a remote machine that can connect to the XenServer host
through the network.
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Before you begin installing a virtual appliance, do the following:

« Install a supported version of XenServer® on hardware that meets the minimum requirements.

See the SD-WAN release notes for the supported versions of XenServer.

« Install XenCenter® on a management workstation that meets the minimum system require-

ments.

« Obtain VPX license files.

With the prerequisites met, you are ready to import the virtual appliances and configure them.

To import an SD-WAN virtual appliance to XenServer by using XenCenter

1. Start XenCenter on your workstation.

2. Onthe Server menu, click Add.
3. Inthe Add New Server dialog box, in the Hostname text box, type the IP address or DNS name

of the XenServer server that you want to connect to.

In the User Name and Password text boxes, type the administrator credentials, and then click
Connect. The XenServer name appears in the navigation pane with a green circle, which indi-
cates that the XenServer is connected.

In the navigation pane, click the name of the XenServer server on which you want to install SD-
WAN VPX.

6. Onthe VM menu, click Import.

7. In the Import dialog box, in Import file, browse to the location at which you saved the SD-WAN

VPX.xva image file. Make sure that the Exported VM option is selected, and then click Next.

8. Select the XenServer server on which you want to install the virtual appliance, and then click
Next.

9. Selectthe local storage repository in which to store the virtual appliance, and then click Import
to begin the import process.

10. Add, modify, or delete virtual network interfaces as required. Attach virtual network interfaces,
interface 0, and interface 1 to the two different virtual adapters (called Networks on this screen).
These two interfaces are used as the accelerated bridge of the virtual appliance. If virtual net-
work interface 2 exists, it can be assigned as well, and used as a management interface (equiv-
alent to the Primary port). When finished, click Next.

11. Clear the Start the VM after Import check box.

12. Click Finish to complete the import process. To view the status of the import process, click
the Log tab. The newly created virtual machine appears under the server list in the XenCenter
interface.

Important

Do not attach both virtual adapters to the same network. Doing so creates forwarding loops,

which can cause network outages. Also, do not attach the two physical Ethernet ports associated
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with SD-WAN VPX to the same Ethernet switch.

To configure the virtual SD-WAN appliance

1. In XenCenter, select the icon for the SD-WAN VPX virtual machine. Then, on the Storage tab,
select Properties and, in the Properties dialog box, adjust the disk allocation to the desired
level.

Note:

+ Changing the disk allocation on the SD-WAN VPX virtual machine resizes and reinitializes
the compression history. Any accumulated history is lost.

+ Do not attempt to change resource allocation while SD-WAN VPX is running.

+ Do not use the Force Shutdown or Force Reboot commands. They might not work and
can cause problems. Use the Shutdown and Reboot commands instead.

2. Right-click the SD-WAN VPX icon and select the Properties option. Under CPU and Memory,
select the number of VCPUs and the amount of VM memory corresponding to a supported con-
figuration.

3. In the SD-WAN VPX Properties dialog box, click Startup Options, and then select the Auto-
start on server boot check box. (The OS Boot Parameters are not used).

4. Set the basic network parameters. Depending on which release you are running, do one of the
following:

a) After the virtual machine starts, go to the virtual machine console, log into the command-
line interpreter, and set the IP parameters for the accelerated bridge, using the following
example as a guide:

pre codeblock Login: admin Password: password admin> set adapter
apa —ip 172.16.0.213 -netmask 255.255.255.0 -gateway 172.16.0.1
admin> restart <!--NeedCopy-->

b) When an SD-WAN VPX virtual machine is started for the first time, it automatically runs the
Deployment Wizard. Follow the wizard to set the IP parameters.

5. After the SD-WAN VPX has restarted, log on to the browser-based Ul (Default credentials: admin
and password) at the IP address that you assigned to apA

6. From the Command menu, select Quick Installation.

7. Onthe Quick Installation page, perform a quick installation as you would for a physical SD-WAN
appliance.

8. Complete the configuration.
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NOTE

« From 10.2.6 and 11.0.3 release onwards, it is mandatory to change the default admin user

account password while provisioning any SD-WAN appliance or deploying a new SD-WAN

SE VPX. This change is enforced using both CLI and UL.

+ Asystem maintenance account - CBVWSSH, exists for development and debugging and has

no external login permissions. The account can only be accessed through a regular admin-

istrative user’s CLI session.

XenServer 6.5 Upgrade for SD-WAN Standard Edition Appliances

June 19, 2020

Important

To upgrade to XenServer version 6.5, the appliances must be running SD-WAN software release

9.0.x or later.
Note

Do not attempt upgrading, if the appliance is running on software version lower than release

9.0.x to prevent upgrade issues.

How to upgrade to XenServer 6.5

To upgrade to XenServer 6.5 on SD-WAN Standard Edition appliances, ensure that the appliance is
running software release version 9.0.x or later. If the appliances are running older software release

version, upgrade to the latest software release version first.

1. Upgrade SD-WAN Standard Edition software through the change management procedure. See,

the Change Management procedure.

a) In SD-WAN SE GUI, go to Configuration > System Maintenance > Update Software.
Download the cb-vw-<Platform_Model>-<Build_No>.tar.gz file. Then, download ns-sdw-

+ Appliance Settings
+ Virtual WAN
= System Mazintenance
Delete Files
Restart System
Date/Time Settings
Local Change Management
Diagnostics
Update Software

Configuration Reset

vw-<Build_No>.upgfile to update operating system software. Facary Resst
b) Follow Single-Step Upgrade work flow to upgrade SD-WAN software.
2. Perform steps a or b as outlined in step 1 before upgrading to Citrix XenServer 6.5.

‘ Configuration > System Maintenance > Update S

Update Operating System Software

Perform an appliance software image upload
NOTE: THIS OPERATION WILL TAKE SEVERAL

Filename: Chi

Upload and Upgrade

Software update completed.
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3. Navigate to Update Software in the SD-WAN GUI.
4. Upload Citrix XenServer6.5 bundle which has been download from download server
to Update Operating System Software by selecting the downloaded file location.

+ Appliance Settings Configuration > System Maintenance > Update Software

+ Virtual WAN
Update Operating System Software
— System Maintenance
Delete Files
Restart System Perform an appliance software image upload to only this appliance. It will NOT update the existing Virtual WAN software.
Date/Time Settings NOTE: THIS OPERATION WILL TAKE SEVERAL MINUTES AND THE USER SHOULD NOT REFRESH THE BROWSER.
Logal Change Management Filename: Choose File | No file chosen
Diagnostics Upload and Upgrade
Update Software

Software update completed.

5. Click Upload and Upgrade. Wait for approximately 20 mins for the upgrade to complete. The
appliance restarts after the upgrade is successfully completed.

Installing SD-WAN Virtual Appliances on VMware ESX

September 29, 2021
Warning

Ensure that you enable the promiscuous mode on VM Network only. Do not enable the promis-
cuous mode on the Virtual Switch setting.
Note

VMware vSphere Client operation details might change with new releases of the vSphere soft-
ware. For the most complete and current vSphere Client installation and operation instructions,
also see your VMware documentation. The instructions in this chapter are intended to provide
the most basic and essential guidelines, only, for installing an SD-WAN VPX-SE Virtual appliance
on the ESXi platform.

The following summarizes the top-level steps for installing and deploying an SD-WAN VPX-SE. Perform
these procedures in the exact order listed.

Install the VMware vSphere Client.

Install and deploy the SD-WAN VPX-SE OVF Template.
Configure the SD-WAN VPX-SE Management IP Address.
Connect and test the deployment.

> wn e

This chapter provides step-by-step instructions for installing, configuring, and deploying the SD-WAN
VPX-SE. This includes basic instructions for installing the VMware vSphere Client, which you use to
create and deploy the SD-WAN VPX-SE virtual machine.

Before you begin installing a virtual appliance, do the following:
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« Install VMware ESX version 5.5 or ESXi 6.0, or later, on hardware that meets the minimum re-
quirements.
Install the VMware vSphere client on a management workstation that meets the minimum sys-

tem requirements.
« Download the SD-WAN VPX-SE set up files.
+ Obtain SD-WAN VPX-SE license files.

Also, before installing an SD-WAN VPX-SE virtual appliance, label all the interfaces that you plan to
assign to VPX virtual appliances, in a unique format. In large deployments, labeling these interfaces
in a unique format helps in quickly identifying them between other interfaces used by other virtual
machines, such because Windows and Linux virtual machines. Such labeling is especially important
if different types of virtual machines share interfaces.

SD-WAN VPX-SE requires non-default networking options. Between other things, you create two new
virtual switches (vswitch0 and vswitchl) for the accelerated bridge, which must be assigned to two
different virtual switches.

Installing the VMware vSphere Client

This section provides basic instructions for downloading and installing the VMware vSphere client you
use to create and deploy the SD-WAN VPX-SE virtual machine.

Note

See also your VMware vSphere Client documentation for additional information.

1. Open a browser and navigate to the ESXi server that hosts your vSphere Client and SD-WAN VPX-
SE virtual machine (VM) instance. The VMware ESXi Welcome page displays.
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VMware ESXi 5.1

Welcome

Getting Started For Administrators

1 esicd Wl a e Tolbonmia 1 Trtse] "
his st remately, wse the Tollowing program

wSphere Remote Command Line

nining te installer, stan

For Developers

wSphere Web Services SDK

2. Choose the Download vSphere Client link to download the vSphere Client installation file.

3. Install the vSphere Client. Run the vSphere Client installer file that you downloaded, and accept
each of the default options whether prompted.

4. Aftertheinstallation completes, start the vSphere Client program. The VMware vSphere Client
login screen displays, prompting you for the ESXi server login credentials.
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vmware’

VMware vSphere

Client

E5  In wSphere 5.5, all new vSphere festures are avalable only through the

" wSphere Web Client. The traditional vSphere Clent will continue to
operate, supporting the same feature sat as vSphere 5.0, but not
exposing any of the new features in vSphere 5.5.

The vSphere Clent & stil used for the vSphere Update Manager (WVUM)
and Host Clent, along with a few solutions (e.g. Site Recovery Manager).

To directly manage a single hast, enter the IF address or host

name.

To manage multipe hosts, enter the IP address or name of a

vCenter Server,
IF address / Name: [10.199.81.141 -
Liser name: |
Password: [

™ Use Windows session credentals
[ won | cese | wp |

5. Type the ESXi server login credentials. Type the following:
+ IP address /| Name: Type the IP Address or Fully Qualified Domain Name (FQDN) for the
ESXi server that hosts your SD-WAN VPX-SE VM instance.
« User name: Type the server administrator account name. The default is root.
+ Password: Type the password associated with this administrator account.
6. Choose Login. This appears the vSphere Client main page.
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The next stepis to install and deploy the SD-WAN VPX-SE OVF template and set up the virtual machine.
The following section provides instructions for these procedures.

Installing and deploying the SD-WAN VPX-SE OVF Template

This section provides instructions for installing the SD-WAN VPX-SE OVF template and creating the
SD-WAN VPX-SE virtual machine.

1. When you have not already done so, download the SD-WAN VPX-SE OVF template file (.ova file)
to the local PC. Download or copy the SD-WAN VPX-SE OVF template to the local PC you are
using to connect to the ESXi server that hosts your SD-WAN VPX-SE. The OVF template file has a
file name using the following naming convention: ch-vwc-version_number-vmware.ova
Where:
version_number is the SD-WAN VPX-SE release version number.

.ova is the file name suffix indicating that this is an OVF template file.

Note

For additional information, please see Downloading the Software Packages section.

2. Continuing in the vSphere Client, choose File and then choose Deploy OVF Template... from
the drop-down menu. This appears the first page of the Deploy OVF Template wizard, the
Source page.

3. Choose the SD-WAN VPX-SE OVF template (.ova file) you want to install. Browse to the location
of the .ova file you downloaded earlier to the local PC, and choose it.
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N

. Choose Next. This imports the selected .ova file and appears the OVF Template Details page.
5. The next page appears some basic information regarding the OVF template you imported.

6. Choose Next. This proceeds to the EULA page.

7. Choose accept, and then choose Next. This proceeds to the Name and Location page.

8. Type a unique name for the new VM (or accept the default). The name must be unique within
the current Inventory folder, and can be up to 80 characters in length.

9. Choose Next. This proceeds to the Storage page.

10. Choose a datastore that has sufficient space available for the VM. The SD-WAN VPX-SE virtual
machine requires 39.1 GB of disk space.

11. Choose Next. This appears the Disk Format page.
12. Accept the default settings, and choose Next. This proceeds to the Network Mapping page.

13. Accept the default (VM Network) and choose Next. This proceeds to the Ready to Complete
page.

14. Choose Finish to create the VM. This appears the Deploying NetScaler SD-WAN VPX-SE status
dialog box. Depending on the conditions present on your server, the deployment can take from
several minutes to a few hours to complete. When the SD-WAN VPX-SE virtual machine has been
successfully created, a success message displays.

15. Choose close. This closes the Deploy OVF Template wizard and returns to the vSphere Client
main window. When this is the first VM you have created using this vSphere Client, the vSphere
Client home page displays. When you have previously created one or more VMs, the Inventory
page displays.

The next step is to configure the SD-WAN VPX-SE Management IP Address. The following section pro-
vides instructions for this procedure.

Configuring the Management IP address for the SD-WAN VPX-SE

There are two methods for assigning the Management IP Address to the SD-WAN VPX-SE virtual ma-
chine:

« When you are not using DHCP: You must manually assign a static Management IP Address for
the SD-WAN VPX-SE Virtual Appliance.

« When you are using DHCP: By default, all SD-WAN -VW Virtual Appliances use DHCP to acquire
the Management IP Address. To use DHCP, the DHCP server must be present and available in
the Virtual WAN.

For more information see, Configuring the management IP.
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Manually configuring a static Management IP address for the VPX

When you are not using DHCP, or want to set a static Management IP Address for the SD-WAN VPX-SE
Virtual Appliance VM, you must do this manually. To do so, you use the console for the virtual machine

you created, in the vSphere Client.

Also see, Setting up the SD-WAN Virtual WAN Appliances.

To set the Management IP Address manually, do the following:

Note

DHCP is enabled by default for the SD-WAN VPX-SE Management IP Address.

1.

Continuing in the vSphere client Inventory page, choose the new SD-WAN VPX-SE VM in the
Inventory tree (left pane). This appears the Inventory page for the new VM, with the Getting
Started tab preselected.

. Power on the new virtual machine. In the Basic Tasks section of the Getting Started tab page,

choose Power on the virtual machine (green play mouse button) to power on the new SD-WAN
VPX-SE VM.
Click the Console tab in the Inventory page tab bar. The Console tab is located in Inventory
page tab bar at the top of the main page area. Selecting this tab appears and enables access to
the CLI console for the VM. Because the new VM starts up, a series of status messages are dis-
played in the console. When the startup process completes, the console login prompt displays.
Choose anywhere inside the console area to type console mode. This turns control of your point-
ing device cursor more than to the VM console, and enables console mode.
Log into the VM console. The default login credentials for the new SD-WAN VPX-SE VM are be-
cause follows:
Login: Admin
Password: password
This appears the console Welcome screen.
Type the following command line at the console prompt: management_-ip This switches to the
management_1ip CLlin the console, and appears the set_management_ip prompt.
Configure the interface settings for the VM. Type the following command line at the
set_management_ip prompt:
set interface <ipaddress> <subnetmask> <gateway>
Where:
+ <ip>isthe Management IP Address for the SD-WAN VPX-SE Virtual Appliance.
+ <subnetmask> is the subnet mask used to define the network in which the SD-WAN VPX-
SE Virtual Appliance resides.
« <gateway> is the Gateway IP Address the SD-WAN VPX-SE Virtual Appliance uses to com-
municate with external networks.
This stage but does not apply the interface settings.
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8. Apply the staged settings for the VM interface. Do the following:
a) Type the following command at the set_management_ip prompt:
Apply
b) When prompted to confirm the apply operation, type Y. This applies the staged interface
settings for the VM, and appears the results.

9. Type exit and press Return at the prompt to exit the management_ip CLI.
10. Exitthe console. Type exit and press Return at the console prompt, and then press Ctrl+Alt to
regain control of the cursor.
11. Shutdown and start the VM. Do the following:
a) Choose the Getting Started tab to display the Basic Tasks options.
b) In the Basic Tasks section, choose shutdown the virtual machine (red check box icon).
You are prompted to confirm that you want to end the guest operating system for the VM.
c) Choose Yes to confirm. This shuts down the guest operating system and powers off the
VM. When the shutdown completes, the Power on the virtual machine option (green play
mouse button) becomes available.
12. Start the virtual machine. Choose Power on the virtual machine (green right-arrow) to start
the VM. You can view the progress of the start-up process in the Console tab page for the VM.

When the startup process completes, the login prompt displays. You can now proceed to the final
step, Connecting to the SD-WAN VPX-SE and Testing the Deployment.

NOTE

« From 10.2.6 and 11.0.3 release onwards, it is mandatory to change the default admin user
account password while provisioning any SD-WAN appliance or deploying a new SD-WAN
SE VPX. This change is enforced using both CLI and UI.

+ Asystem maintenance account - CBVWSSH, exists for development and debugging and has
no external login permissions. The account can only be accessed through a regular admin-
istrative user’s CLI session.
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SD-WAN Standard Edition Virtual Appliance (VPX) in Hypervisor on
HyperV 2012 R2 and 2016

January 12,2021
To install SD-WAN VPX-SE in the hypervisor on HyperV 2012 R2 and 2016:

1. Install HyperV Manager. For more information, see documentation at Microsoft.com.
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2. Unzip the SD-WAN distribution that you downloaded from My Citrix.
3. Start Hyper-V Manager.

There are two methods to create the virtual machine.
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+ Method 1: Import virtual machine

1.

10.

11.

12.

13.

In the navigation pane, under Hyper-V Manager, select the server on which you want to
install SD-WAN VPX.

On the Actions menu, click Import Virtual Machine.

In the Import Virtual Machine dialog box, in Location box, specify the path to the folder
that contains the SD-WAN VPX files.

Note

If you received a compressed file, make sure that you extract the files into a folder
before you specify the path to the folder.

Click Import.
Verify that the virtual appliance that you created is listed under Virtual Machines.
Right-click the virtual machine, and then click Settings.

In the Settings window’s navigation pane, under Hardware, select the first network
adapter in the list.

In the Network drop-down menu, select apAl Network. Thisis the LAN interface for apAl.

Make sure the Enable MAC address spoofing box is selected. Ifitis not, selectitand apply
the changes.

In the Settings window’s navigation pane, under Hardware, select the second network
adapterinthelist. Repeat the step 10 and step 11, and assign the adapter to apA2 Network.
Thisis the WAN interface for apA2. Important: Do not configure the same Network for both
the network adapters. Incorrect configuration creates packet loops, which can bring down
the network.

Optionally, change the virtual hard disk size:

- In the Settings window navigation pane, under IDE Controller 0, select Hard Drive.

- Click Edit.

- Follow the steps in the Edit Virtual Hard Disk Wizard to increase the allocation to one
of the supported sizes, using the Expand option in the wizard.

Optionally, change the memory size.

- In the Settings window’s navigation pane, under Hardware, select Memory.
- Allocate the RAM space by adjusting the memory to one of the supported sizes.
- Click OK.

Optionally, define the management port.

- Right-click the virtual machine, and then click Settings.
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- In the Settings window navigation pane, under Hardware, select Add Hardware.
- Select Network Adapter from the list of devices, and then click Add.
- Name the new virtual network as Primary Network 3.

* Make sure the Enable spoofing of MAC addresses check box is selected.

* Click OK to apply the changes.

14. Right-click the SD-WAN VPX virtual machine and select Connect.
15. In the file menu, click Action, and then click Start to start the virtual machine.

16. When an SD-WAN VPX virtual machine is started for the first time, it automatically starts
the Deployment Wizard. This wizard asks questions about the deployment mode. Select
Setup Using Web Ul. On the next screen, enter the IP address, netmask, and gateway for
the apA interface, and click Finish.

17. After SD-WAN VPX has restarted, log on to the browser based Ul ((user name: admin,
password: password) at the IP address that you assigned to apA, for example: https:

18. In the HyperV Manager window, go to Virtual Switch Manager, and configure interfaces
in the following order; management, LAN, and WAN.
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19. Download the hyperv.tgz file and untar it.
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20. Import VM using the extracted VHD and assign the number of CPUs and memory accord-
ingly. Add interfaces in the order (management, LAN, and WAN). Enable Mac spoofing on
LAN and WAN interfaces. Go to Settings > Interface >Advanced features.

« Method 2: New virtual machine wizard

NOTE

Select method 2 if the Hyper-V virtual machine has to connect to orchestrator.

1. Open the SD-WAN Hyper-V setup file and select Virtual Hard Disks folder.

2. Copy the hard disk image and paste it in a freshly created folder outside of the Hyper-V

setup file.

3. Openthe Hyper-V Manager > select the Hyper-V ID > right click and select New > Virtual

Machine.

4. The Virtual Machine Wizard opens, Click Next.
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| Bl New Virtual Machine Wizard x

| == Before You Begin

Before You Begn This wizard helps you create a virtual machine. You can use virtual machines in place of physical
computers for a variety of uses. You can use this wizard to configure the virtual machine now, and

Spedfy Name and Location you can change the configuration later usng Hyper -V Manager.,

i — To create a virtual machine, do ane of the following:
1 Cick Frish to te & virtual machine that is configured with default values.
| . eate & v ] e Wi .
| Configure Networking » Click Next to create a virtual machine with a custos configuration,
Connect Virtual Hard Disk
Installaton Optons
Surmmary

| [C] Do not show this page agan

| nep> | e Carcel

5. Provide the name and you can also specify a location for the virtual machine. Select the
check box to provide a different location to store the virtual machine. Click Next.
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Bl New Virtual Machine Wizard X

, = Specify Name and Location

Before You Begn Choose a name and location for this virtual machine.

_ The name is dsplayed in Hyper-V Manager. We recommend that you use a name that helps you easly
Specfy Generason identify this virtual machine, such as the name of the guest operating system or workioad.
o
Configure Networkng You can create a folder or use an existing folder o store the virtual machine. If you don't select a
Cornect Virtual Hard Disk folder, the virtual machine is stored in the default folder configured for ths server,

Installaton Opbons Store the virtual madhine in 3 different location
Surmary - C: WProgramData Marosoft Windows \Hyper -V Browse...
& ‘

m.- e | (o=

6. Select the generation for the virtual machine and click Next.

B New Virtual Machine Wizard X

| = Specify Generation

Before You Begn Choose the a%ion of this virtual machine.
Specfy Name and Location @ Generaton 1
I | - rtua machine generaton supports 32-xt and 64-at guest operatng systems and provides

} virtual hardware which has been avadlable in ol previous versions of Hyper-V.

Configure Networking O Generaton 2
This virtual machine generation provides support for newer virtusization features, has UEFT-based
Connect Virtual Hard Disk frmware, and requres a supported S4-bit Quest operatng system.
v A Once 3 virtual machine has been created, you cannot change its generation.

Surmmary

<mmmm Cancel
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7. Specify the amount of memory to allocate to the virtual machine and click Next.

58 New Virtual Machine Wizard

A Assign Memory

Before You Begn
Spedfy Name and Location
Spedfy Generaton
Configure Networking
| Conrect Virtual Hard Disk
Installaton Optons
Summary

Specfy the amount of memory %o allocate to this virtual machine. You can specfy an amount fom 32
MB through 12582912 MB. To mprove performance, specfy more than the minemum amount
recommended for the operating system.

Startup memory: 'IOﬁ [ ]

(] use Dynamic Memary for Shis virtual machine.

o When you decde how much memory 10 880N 1 8 vrtual machine, cormder how you ntend o
use the virtual machine and the operating system that it wil run.

<me[ﬂttf?_:ﬁ'm Carcel

8. Selectaconnection from the drop-down listand click Next. The connection being selected

here is for Management port.
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Bl New Virtual Machine Wizard

- Configure Networking

Before You Sepn

Spedify Name and Location
Speafy Generaton

Assign Memory

| Conmect Virtual Hard Disk

Each new virtual machine indudes a network adapter, You can configure the network adapter to use a
virtual svetch, or it Can reman deconnected.

Connection: [Notm v
[Not Connected

1 New Virtual Swmitch
|8pA 2 New WEE' Switch J

Instalaton Opbons
Summary

g (i

9. To connect VHD, select the Use an existing virtual hard disk radio button, browse, and

select the VHD file from the extracted zip file and click Next. The virtual hard disk can be

found in below location:

** > ctx-sdw-se-vpx > Virtual Hard Disks**
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Bl New Virtual Machine Wizard X

- Connect Virtual Hard Disk

Before You Begn
Specify Name and Location
Specify Generaton
Assign Memory
Configure Networking

A virtual machine requires storage so that you can install an operatng system. You can specify the
storage now or configure it later by modifying the virtual machine s proper ties.

() Create a virtual hard disk
Use this option to create a VHOX dynamically expandng virtual hard disk.

sdwanil_0_3.vhdx
C: Wsers Publc \Documents Hyper -ViVirtual Hard Disks B orwse

127 GB (Maxdeum: 64 TB)

(®) Use an exstng virtual hard disk
Use this opton to attach an existing virtual hard disk, either VO or VHOX format.

Attach a virtusl hard disk later
Use this option to sap Ses step now and attach an exssting wrtual hard desic later.

T [W] | | e

10. Verify the details on the Summary page and click Finish to complete the creation of the

virtual machine.
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EH Mew Virtual Machine Wizard X
Completing the New Virtual Machine v@ard

Before You Segn You have successfuly completed the New Virtual Machine Wizard. Tou are about to geate the
a followirg vrtual machine,
Specify Name and Location

Description:
Specfy Generaton
Assagn Memor y Name: sdwanll 0_3
Generabon: Generabon !
Configure Networking gy
Merrory 4096 MB
Conmect Vietual Hard Disk Netwerk: Management new Vrtual Switch
Mard Disl: C:'\Uisers\Adminsstrator Pownloadsivihd_11_0_3_59'Oitrix SD-WAN SE Wi.vhd (WD, &
€ >

0 create the virtual machine and dose the wizard, dick Finich

< Previous “JFirish Coarxel

By default, the virtual machine is in Off sate. The virtual machine created so far has only 1 Interface

and 1 core, you have to increase the number of cores and add 2 more Interfaces for SD-WAN to work.
Perform the following procedure:

1.

2.

Verify that the virtual appliance that you created is listed under Virtual Machines.
Right-click the virtual machine, and then click Settings.

In the Settings window’s navigation pane, under Hardware, select the first network adapter in
the list.

In the Network drop-down menu, select apAl Network. This is the LAN interface for apAl.

Make sure the Enable MAC address spoofing box is selected. If itis not, select it and apply the
changes.

In the Settings window’s navigation pane, under Hardware, select the second network adapter
in the list. Repeat the step 10 and step 11, and assign the adapter to apA2 Network. This is the
WAN interface for apA2. Important: Do not configure the same Network for both the network
adapters. Incorrect configuration creates packet loops, which can bring down the network.

. Increase Number of Virtual CPU cores.

+ In the Settings window navigation pane, select Processor.
« Increase Number of virtual processors to at least 4.

© 1999-2021 Citrix Systems, Inc. All rights reserved. 218



Citrix SD-WAN Platforms

« Click Apply.

Virtual Machines |
Hame

B smenting

B Case SD-WaAN SEVPX

B smnt1 03

- !

Checkpoints |

sdwanll 03 |

Created:
Configuratic
Generation:
Hotes:

Summary  Memory  Hetworking |

| |& Hardware

F Addvwdnwe
I Bios

@ searity

W Messary

O processer
4 Virtual processors

0 rama
= [ 10E Controler 0
+ o HadDeive

= I IDE Controler 1
[\ 0V Drve

& 5051 Controler
H§ Mtk Adsoter

W ocomt
W coM2
[ Diskatte Deive

& Hamagement
[ | Paweet

Entegration Senviges

% Chedoonts

0 Processor

You can modify the number of virtual progessors based on the number of processors on

& contnol satings.

Resource control
You can use resource controls to balance resources among wrtual machines,

Virtual machine reserve (percentage): 0]

Percent of total sysiees resources:

Vietual machine It (percentage): 10

Percant of tota systes resources:

Relatve wecht: [ 100

8. Optionally, change the virtual hard disk size:

+ In the Settings window navigation pane, under IDE Controller 0, select Hard Drive.

+ Click Edit.

« Follow the steps in the Edit Virtual Hard Disk Wizard to increase the allocation to one of

the supported sizes, using the Expand option in the wizard.

9. Optionally, change the memory size.

+ In the Settings window’s navigation pane, under Hardware, select Memory.
+ Allocate the RAM space by adjusting the memory to one of the supported sizes.

« Click OK.

10. Rightclick and select start. Once the state is changed to Running, your virtual machine is now

ready to use.
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After the VM is up, assign free IP address. The VM can be accessed after assigning the IP address.
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Note

The gcow image downloaded must be present under the default folder /var/lib/libvirt/images.
If this image is downloaded, and used in different folder in KVM, there can be issues when disk
size expansion is performed.

Limitations for deploying SD-WAN VPX-SE in HyperV 2012 R2 and 2016

+ VLAN Tagged Trunk Deployment is not supported.

Installing SD-WAN Appliances on the Microsoft Hyper-V Platform

July 19, 2021

To install NetScaler SD-WAN virtual appliances on Microsoft Windows Server, you must first install
Windows Server, with the Hyper-V role enabled, on a machine with adequate system resources. While
installing the Hyper-V role, be sure to specify the network interface cards (NICs) on the server that
Hyper-V uses to create the virtual networks. You can reserve some NICs for the host. Use the Hyper-V
Manager to perform the SD-WAN VPX installation.

SD-WAN VPX for Hyper-V is delivered in virtual hard disk (VHD) format. It includes the default configu-
ration for elements such as CPU, network interfaces, and hard-disk size and format. After you install
an SD-WAN VPX instance, you can configure its network adapters, add virtual NICs, assign the SD-WAN
IP address, subnet mask, and gateway, and complete the basic configuration of the virtual appliance.
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Microsoft Server Hardware Requirements

« The server’s processor must support Intel Virtualization Technology.

» The server must run 64-bit Windows 2008 R2 SP1 (Standard, Enterprise, or data center Editions),
or 2012 (Standard or data center Editions) with a full installation (not a Core installation), and
the Hyper-V component enabled.

+ Minimum system configuration is 4 GB RAM, 200 GB hard drive, and 2 physical CPU.

« Two physical Ethernet NICs are required. Three are recommended.

Note
The procedure below uses three NICs.

For more information about Windows Server 2008 R2 system requirements, see http:
//www.microsoft.com/windowsserver2008/en/us/system-requirements.aspx (the exact lo-

cation is subject to change by Microsoft at any time).

Forinformation about installing Microsoft Server 2008 R2, see Installing Windows Server 2008 R2

(the exact location is subject to change by Microsoft at any time).

Prerequisites for Installing SD-WAN virtual appliances on the Microsoft Hyper-V
platform

Before you begin installing a virtual appliance, do the following:

« Enable the Hyper-V role on Windows Server 2008 R2 or 2012. For more information, see Hyper-V
Installation (the exact location is subject to change by Microsoft at any time).

« Download the VPX setup files. If you do not have a My Citrix account, access the home page at
http://www.mycitrix.com, click the New Users link, and follow the instructions to create a new
My Citrix account.

To download the SD-WAN VPX setup files

In a web browser, go to http://www.citrix.com/ and click My Citrix.

Type your user name and password.

Click Downloads.

In Search Downloads by Product, select NetScaler SD-WAN.

Under Virtual Appliances, select and download the required SD-WAN VPX distribution.
Copy the compressed file to your server.

ok~ W=

To configure virtual NICs on the SD-WAN VPX

1. Log on to the Windows Server as an Administrator, either at a keyboard or VGA console, or
through a NIC that you plan to use for managing the virtual appliance (not at one of the ports
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that you use for the accelerated bridge).

To start Hyper-V Manager, click Start, point to Administrative Tools, and then click Hyper-V
Manager.

In the navigation pane, under Hyper-V Manager, select the server on which you want to install
SD-WAN VPX.

4. Onthe Actions menu, click Virtual Network Manager...

o

w o N o

10.

11.

In the Virtual Network Manager window, in the navigation pane, under Virtual Networks,
click New virtual network.

Choose External as type of virtual network, and then click Add.

Name the new virtual network as apA Network 1 and select the physical NIC to map it to.

Click OK to apply the changes.

The Apply Networking Changes popup displays a caution indicating that pending changes
might disrupt network connectivity. Click Yes.

Repeat steps 5-9 for the second accelerated bridge port. Name it as apA Network 2 and connect
it to a different physical port.

Click Apply to apply the networking changes.

Installing SD-WAN VPX on Microsoft Server with Hyper-V Manager

After you have enabled the Hyper-V role on Microsoft Server and extracted the VPX files, you can use

Hyper-V Manager to install SD-WAN VPX. After you import the virtual machine, you must configure the
virtual NICs by associating them with the virtual networks created by Hyper-V. Based on the Microsoft

server you are using, see the procedures in the following links to complete the installation.

+ Microsoft Server 2008 R2

+ Microsoft Server 2012

« Microsoft Server 2012 and 2016

NOTE

- From 10.2.6 and 11.0.3 release onwards, it is mandatory to change the default admin
user account password while provisioning any SD-WAN appliance or deploying a new
SD-WAN SE VPX. This change is enforced using both CLI and UlI.

- A system maintenance account - CBVWSSH, exists for development and debugging
and has no external login permissions. The account can only be accessed through a

regular administrative user’s CLI session.

Create a Virtual Machine on the Microsoft Hyper-V Platform using Virtual Hard Disk file

You need to download the SD-WAN Hyper-V setup files:
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SAEE A A

In a web browser, go to http://www.citrix.com/ and click My Citrix.

Type your user name and password.

Click Downloads.

In Search Downloads by Product, select Citrix SD-WAN.

Under Virtual Appliances, select and download the required SD-WAN Hyper-V distribution.
Copy the compressed file to your server and extract it.

To create a new virtual machine by using Hyper-V Manager:

1.

2.

Open the SD-WAN Hyper-V setup file and select Virtual Hard Disks folder.

Copy the hard disk image and paste it in a freshly created folder outside of the Hyper-V setup
file.

Open the Hyper-V Manager > select the Hyper-V ID > right click and select New > Virtual Ma-
chine.

The Virtual Machine Wizard opens, Click Next.

3 MNew Virtual Machine Wizard p

Before You Begin

Before You Begn This wizard helps you create a virtual machine. You can use virtual machines in place of physical
Roacitd - computers for & varety of uses. You can use this wazard to configure the virtual machine now, and
Spedty Name and Locaton you can change the configuration later using Hyper -V Manager
Specfy Generaton
To ceate & virtual machine, do one of the following
Asagn Memory
- s « Oick Fresh to create a vrtual machine that is configured wath default values
Configure Networkang » Click Next to create a virtual machine with 3 custos configuration
Cormect Virtual Hard Degk
Instalaton Optons

Surmmary

| [] Do not show this page agan

e
'6:1: > Finish Canced

5. Provide the name and you can also specify a location for the virtual machine. Select the check

box to provide a different location to store the virtual machine. Click Next.
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Bl New Virtual Machine Wizard X

| = Specify Name and Location

Before You Begn Choose a name and location for this virtual machine.

_ The name is deplayed in Myper-V Manager. We recommend that you use a name that helps you easlly
Specfy Generaton identify this virtual machine, such as the name of the guest operating system or workioad.
| - —
Configure Netwerking You can create a folder or use an existng folder 1o store the virtual machine. If you don't select a
Cornect Virtual Hard Disk folder, the virtual machine is stored in the defauit folder configured for this server.

Irstalaton Opbons DS&!NWWH.W“M
Summary C: ProgramData M osoft (iWindows \Hyper -V Browse...
& i

| e [ )

6. Select the generation for the virtual machine and click Next.
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| B8 New Vietual Machine Wizard X |

| = Spedify Generation

Before You Begn thmdumm.

Speafy Name and Location @ Generation 1

x This virtual machine generation supports 324t and 64-0it guest operating systems and provides
virtual hardware which has been avadable in ol previous versions of Hyper-V,

Assign Memory

Configure Networking O Generaton 2
This virtual machine generation provides support for newer virtusization features, has UEF] based

Connect Vietual Hard Disk frmware, and requires a supported 64-bit guest operating system,

-t A\ Once a virtual machine has been created, you cannot change its generation.
Surmmary |

More about vyl machne generaton aoport ‘

=)= =

7. Specify the amount of memory to allocate to the virtual machine and click Next.
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B8 New Vietual Machine Wizard X |

| . Assign Memory

Before You Begn Specfy the amount of memory to allocate to this virtual madhine. You can specfy an amount from 32
M8 through 12582912 MB. To improve performance, specfy more than the minimum amount
Specify Name and Locaton recommended for the operating system.
.*.

Starbpmemory: | 4094 M8

(] Use Dynamic Memory for this virtual machine.

o When you decide how much memory 1o ass0n 1o & virtual machine, corgider how you intend &
use the virtual machine and the operating system that it will run.

e [;“{Q | [
8. Selectaconnection from the drop-down list and click Next. The connection being selected here
is for Management port.
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Bl New Virtual Machine Wizard

- Configure Networking

Before You Sepn

Spedify Name and Location
Speafy Generaton

Assign Memory

| Conmect Virtual Hard Disk

Each new virtual machine indudes a network adapter, You can configure the network adapter to use a
virtual svetch, or it Can reman deconnected.

Connection: [Notm v
[Not Connected

1 New Virtual Swmitch
|8pA 2 New WEE' Switch J

Instalaton Opbons
Summary

T [ (e

9. To connect VHD, select the Use an existing virtual hard disk radio button, browse, and select
the VHD file from the extracted zip file and click Next. The virtual hard disk can be found in

below location:

** > ctx-sdw-se-vpx > Virtual Hard Disks**
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J B New Vietual Machine Wizard X
|
|

-4 Connect Virtual Hard Disk

Before You Begn A virtual machine requires storage 0 that you can install an operating system, You can spedfy the
coedfy } =~ sterage now or configure it later by modifying the virtual machine s properties.
Specfy Generation (O Create a vrtual hard disk
A M Use this option to create a VHOX dynamically expanding virtual hard disk.
Configure Networking sdwan11_0_3.vhdx

C: \Wsers Pubic \Documents Hyper -ViVirtual Hard Disks B owse
Summary

127 GB (Mandemurn: 64 TB)

(®) Use an existing virtual hard disk
Use this opton to attach an existing virtual hard disk, esther VO or VHOX format.

Attach a vrtual hard disk later
Use this opton to siap ths step now and attach an exssting witual hard disk later,

< Previous [| Frssh Canced

10. Verify the details on the Summary page and click Finish to complete the creation of the virtual

machine.
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Sl New Virtual Machine Wizard X
= Completing the New Virtual Machine Wizard

Before You Begn You have successfully completed the New Virtual Machine Wizard. You are about to create the
- folowirs virtual machine.
Specfy Name and Locaton

Description:
Speafy Generaton
Assgn Memory Name: sdwanll 0_3
Generabon: Generabon 1

Configure Networking

Wy 4096 MB
Cormect Virtual Hard Disk Network: Management-new Virtual Switch
Mard Disl: C:'\Wisers\Adminsstrator 'Downdoads'vihd_11_0_3_59'Ctrix SD-WAN SE voX.vhd (WD, &
< >

To ceate the wiual machine and dose the wazard, dick Frsh

—_—
< Previous [\Frish Cancel
—

By default, the virtual machine is in Off sate. The virtual machine created so far has only 1 Interface
and 1 core, we have to increase number of cores and add 2 more Interfaces for SD-WAN to work. Per-

form the following procedure:

[a—y

. Verify that the virtual appliance that you created is listed under Virtual Machines.

N

. Right-click the virtual machine, and then click Settings.

3. Inthe Settings window’s navigation pane, under Hardware, select the first network adapter in
the list.

4. Inthe Network drop-down menu, select apAl Network. This is the LAN interface for apAl.

5. Make sure that the Enable MAC address spoofing box is selected. If it is not, select it and apply
the changes.

6. Inthe Settings window’s navigation pane, under Hardware, select the second network adapter
in the list. Repeat the step 10 and step 11, and assign the adapter to apA2 Network. This is the
WAN interface for apA2. Important: Do not configure the same Network for both the network
adapters. Incorrect configuration creates packet loops, which can bring down the network.

7. Increase Number of Virtual CPU cores.

+ In the Settings window navigation pane, select Processor.
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« Increase Number of virtual processors to at least 4.

« Click Apply.
= | '2 Hardware " u Processor
Virtual Machines I addrardne
Name M gics You can modify the rumber of virtual processors based on the rumber of progessors on
i S LS s Sl o ce contial Settngs.
B smenting ; e e
e ; b of v i ¥
B Gt SD-WAN SE VPX @ sany Sls -
§ w1103 W Mesary fesource conkrol
You can use resource controls to balance resources among virtual machines,
D Progessor e |
4 Virtual processors A resve farceniiot: 9
Percent of totdl systes resources:
< | 0 rema
|12 I e Controler 0 Vtual machne ket (Dercentage): 100
Do | S e HordDeve . Percent of totll systes resources:
= I e Contoler | Relative weight: 1
[\, DVO Drive
& 5C57 Convtroder
H 8 Metwork Adsoter
W oMy
W coM2
subwanil 03 ; g Dihptte Derve
Created: # Hanagement
Configuratic [ | Paweet
Generation:
Holes: --‘\1.(‘0' N Serviel
# Chedpont
v
— o =y

8. Optionally, change the virtual hard disk size:

« In the Settings window navigation pane, under IDE Controller 0, select Hard Drive.

« Click Edit.

+ Follow the steps in the Edit Virtual Hard Disk Wizard to increase the allocation to one of
the supported sizes, using the Expand option in the wizard.

9. Optionally, change the memory size.

+ In the Settings window’s navigation pane, under Hardware, select Memory.
« Allocate the RAM space by adjusting the memory to one of the supported sizes.
+ Click OK.

10. Right click and select start. Once the state is changed to Running, your virtual machine is now

ready to use.

Installing SD-WAN VPX on Microsoft Server 2008 R2

June 19, 2020
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Performing the installation procedures

After you have enabled the Hyper-V role on Microsoft Server 2008 R2 and extracted the VPX files, you

can use Hyper-V Manager to install SD-WAN VPX. After you import the virtual machine, you must con-

figure the virtual NICs by associating them with the virtual networks created by Hyper-V.

Note: You cannot change any settings while the virtual appliance is running. Shut down the

virtual appliance and then make changes.

To install SD-WAN VPX on Microsoft Server 2008 R2 by using Hyper-V Manager

[

10.

11.

12.

13.

. Unzip the SD-WAN distribution that you downloaded from My Citrix.
Start Hyper-V Manager.

In the navigation pane, under Hyper-V Manager, select the server on which you want to install
SD-WAN VPX.

On the Actions menu, click Virtual Switch Manager.

. In the Import Virtual Machine dialog box, in Location, specify the path to the folder that con-
tains the Branch VPX SD-WAN files.

Note: If you received a compressed file, make sure that you extract the files into a folder
before you specify the path to the folder.

Click Import.
Verify that the virtual appliance that you imported is listed under Virtual Machines.
Right-click the imported virtual machine, and then click Settings.

In the Settings window’s navigation pane, under Hardware, select the first network adapter in
the list.

In the Network drop-down menu, select apA Network 1. This is the LAN interface for apAl.

Make sure the Enable spoofing of the MAC addresses box is selected. If it is not, select it and
apply the changes.

In the Settings window’s navigation pane, under Hardware, select the second network adapter
in the list. Repeat the step 10 and step 11, and assign the adapter to apA Network 2. This is the
WAN interface for apA2.

Important: Do not configure the same Network for both the network adapters. Incorrect config-
uration creates packet loops, which can bring down the network.

Optionally, change the virtual hard disk size:

+ In the Settings window navigation pane, under IDE Controller 0, select Hard Drive.
« Click Edit.
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+ Follow the steps in the Edit Virtual Hard Disk Wizard to increase the allocation to one of
the supported sizes, using the Expand option in the wizard.

14. Optionally, change the memory size.

+ In the Settings window’s navigation pane, under Hardware, select Memory.
+ Allocate the RAM space by adjusting the memory to one of the supported sizes.
+ Click OK.

15. Optionally, define the management port.

+ Right-click the virtual machine, and then click Settings.
In the Settings window navigation pane, under Hardware, select Add Hardware.

Select Network Adapter from the list of devices, and then click Add.

« Name the new virtual network as Primary Network 3.
Make sure the Enable spoofing of MAC addresses check box is selected.

Click OK to apply the changes.
16. Right-click the Branch Repeater VPX virtual machine and select Connect.
17. In the file menu, click Action, and then click Start to start the virtual machine.

18. When an SD-WAN VPX virtual machine is started for the first time, it automatically starts the
Deployment Wizard. This wizard asks questions about the deployment mode: Inline, WCCP, or
PBR (virtual inline), or Setup Using Web Ul. Select Setup Using Web Ul. On the next screen,
enter the IP, netmask, and gateway for the apA interface, and click Finish.

19. After SD-WAN VPX has restarted, log on to the browser based Ul ((user name: admin, password:
password) at the IP address that you assigned to apA, for example: https:

More configuration

For more configuration instructions, see the documentation for physical SD-WAN and SD-WAN appli-
ances.
Upgrading to a previous release

The software upgrade mechanism built into physical SD-WAN appliancesis also supported by SD-WAN
VPX. Alternatively, you can install a new virtual machine running the desired release.

Installing SD-WAN VPX on the Microsoft Server 2012

May 23, 2019
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Performing the installation procedures

After you have enabled the Hyper-V role on Microsoft Server and extracted the VPX files, you can use
Hyper-V Manager to install SD-WAN VPX. After you import the virtual machine, you must configure the

virtual NICs by associating them with the virtual networks created by Hyper-V.

Note: You cannot change any settings while the virtual appliance is running. Shut down the

virtual appliance and then make changes.

To install SD-WAN VPX on Microsoft Server 2012 by using Hyper-V Manager

[

10.

11.

12.

13.

Unzip the SD-WAN distribution that you downloaded from My Citrix.
Start Hyper-V Manager.

In the navigation pane, under Hyper-V Manager, select the server on which you want to install
SD-WAN VPX.

On the Actions menu, click **Import Virtual Machine.

. In the Import Virtual Machine dialog box, in Location box, specify the path to the folder that

contains the SD-WAN VPX files.

Note: If you received a compressed file, make sure that you extract the files into a folder
before you specify the path to the folder.

Click Import.
Verify that the virtual appliance that you imported is listed under Virtual Machines.
Right-click the imported virtual machine, and then click Settings.

In the Settings window’s navigation pane, under Hardware, select the first network adapter in
the list.

In the Network drop-down menu, select apAl Network. This is the LAN interface for apAl.

Make sure the Enable MAC address spoofing box is selected. If itis not, select it and apply the
changes.

In the Settings window’s navigation pane, under Hardware, select the second network adapter
in the list. Repeat the step 10 and step 11, and assign the adapter to apA2 Network. This is the
WAN interface for apA2.

Important: Do not configure the same Network for both the network adapters. Incorrect config-
uration creates packet loops, which can bring down the network.

Optionally, change the virtual hard disk size:

+ In the Settings window navigation pane, under IDE Controller 0, select Hard Drive.
« Click Edit.
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+ Follow the steps in the Edit Virtual Hard Disk Wizard to increase the allocation to one of
the supported sizes, using the Expand option in the wizard.

14. Optionally, change the memory size.

+ In the Settings window’s navigation pane, under Hardware, select Memory.
+ Allocate the RAM space by adjusting the memory to one of the supported sizes.
+ Click OK.

15. Optionally, define the management port.

+ Right-click the virtual machine, and then click Settings.
+ In the Settings window navigation pane, under Hardware, select Add Hardware.
« Select Network Adapter from the list of devices, and then click Add.
« Name the new virtual network as Primary Network 3.
- Make sure the Enable spoofing of MAC addresses check box is selected.
- Click OK to apply the changes.

16. Right-click the SD-WAN VPX virtual machine and select Connect.
17. In the file menu, click Action, and then click Start to start the virtual machine.

18. When an SD-WAN VPX virtual machine is started for the first time, it automatically starts the
Deployment Wizard. This wizard asks questions about the deployment mode. Select Setup
Using Web UI. On the next screen, enter the IP address, netmask, and gateway for the apA
interface, and click Finish.

19. After SD-WAN VPX has restarted, log on to the browser based Ul ((user name: admin, password:
password) at the IP address that you assigned to apA, for example: https:

Extra configuration

For more configuration instructions, see the documentation for physical SD-WAN/SD-WAN appli-
ances.

Downgrading to a previous release

The software upgrade mechanism built into physical SD-WAN/SD-WAN appliances is supported by SD-
WAN/SD-WAN VPX. Alternatively, you can install a new virtual machine running the desired release.

Installing SD-WAN SE Virtual Appliances (VPX) in Linux-KVM Platform

June 19, 2020

© 1999-2021 Citrix Systems, Inc. All rights reserved. 235



Citrix SD-WAN Platforms

1. To set up SDWAN VPX-SE for the Linux-KVM platform:

+ Use the graphical Virtual Machine Manager (Virtual Manager) application. Or,
+ Use the virsh program Linux-KVM command line.

2. The host Linux operating system must be installed on suitable hardware by using virtualization
tools such as KVM Module and QEMU. The number of virtual machines (VMs) that can be de-
ployed on the hypervisor depends on the application requirement and the chosen hardware.

3. The.qcow2 file has to be unique for each of the NetScaler VPX instance provisioned. Itis a virtual
hard disk (VHD) that is attached to VM.

Prerequisites:

+ Install Ubuntu 16.04 on the bare metal appliance which supports Virtualization. The following
are the steps to check if the bare metal appliance supports Virtualization.

+ 64-bit x86 processors with the hardware virtualization feature included in the AMD-V and Intel
VT-X processors.

- To test whether your CPU of Linux host supports virtualization, enter the following com-
mand atthe hostLinuxshellprompt: egrep -c ' (vmx|svm) '/proc/cpuinfo,thisout-
put must be more than 0.

- Alternative to step 2, install a package/tool called “cpu-checker” (sudo apt-get install cpu-
checker), enter the following command: kvm-ok, the output must be “KVM acceleration
can be used.”

+ On the hosting hypervisor, run cat /proc/cpuinfo | grep flags command and verify
whether the following CPU flags are present: popcnt, sse, sse2, pni, ssse3, sse4_1
, and sse4_2.

+ Minimum hardware requirements: As the SDWAN-Virtual WAN (guest OS) requires 4 vCPUs, 4
GB RAM and 40 GB (VHD). You must have a host with these specifications which can satisfy this.

+ Software requirements: Ubuntu 16.04.2 LTS (GNU/Linux 4.4.0-78-generic x86_64)

Install gemu-kvm, libvirt-bin, virt-manager: sudo apt-get install gemu-kvm libvirt-bin virt-manager
bridge-utils. Execute this command to obtain all the required packages/software.

Provisioning the SD-WAN VPX appliances by using Virtual Machine Manager (VMM):

1. Open the Virtual Machine Manager. Go to Application > System Tools > Virtual Machine
Manager, and provide the logon credentials in the Authenticate window.

2. Once the VMM opens, you must see QEMU/KVM which indicates that the VMM is not connected
to the QEMU Virtualization. NIC ordering for SD-WAN VPX-SE provisioning must be in the
following order; Management, LAN, and WAN.

Virtual Machine Manager
File Edit View Help

Name 4« (CPUusage Host CPU usage Memory usage Disk 1/O Network 1/O
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3. Select New Virtual Machine.
Add new VMM

4. Select the VHD, the VHD used by one machine cannot be shared. Unique VHD is required for
every Virtual Machine. Browse the image and select the path where it is downloaded.

Provide the existing storage path:

Browse...
Choose an operating system type and version
OStype: | Generic -
Version: | Generic v
Cancel Back Forward

5. Provide RAM as 4,096 MB and CPU as 4.
New VM

m Create a new virtual machine

Choose Memory and CPU settings
Memory (RAM): | 4096 — <+ | MIiB
Up to 64396 MIB available on the host
CPUs: a - +
Up to 24 available

Cancel Back Forward

6. Name the VM as needed and select Customize configuration before Install. As by default one
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NIC gets selected to the Virtual Machine, you can see the Network selection option. In this
setup enp4s0f0 is the Management Network for the Host machine, and if you want to use this
NIC, sharing same NIC between guests and host for Management access. Source Mode is Bridge
since it is shared between VMs.

New VM

I] Create a new virtual machine

Ready to begin the installation
Name: | VirtualWAN_demo

O5: Generic
Install: Import existing OS image
Memory: 4096 MiB

CPUs: 4
Storage: - dw-05-9.3.0.37_kvm_nonvirtio.qgcow2

Customize configuration before install

~ Network selection

Host device enp4s0f0: macvtap -

Source mode: | Bridge -

0 In most configurations, macvtap does not work
for host to guest network communication.

Cancel Back Finish

7. After clicking Finish, ensure you select customize configuration before install for further
configuration. For the NIC that is assigned, in this example “enp4s0f0: MacVTap” select the
Device model as “virtio.” The model that is supported for communication.
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VirtualWAN_demo on QEMU/KVM

o/ Begin Installation g Cancel Installation

B overview Virtual Network Interface
{j CPUs Network source: | yost device enp4s0f0: macvtap *
== Memory
% Boot Options Source mode: | Bridge >
" . In most configurations, macvtap does not work
- IDE Disk 1 ﬁ For host to guest network communication.
13 NIC:08:05:b6 : =
: Device model: | virtio E
i_J Mouse ——
B DisplayVNC MAC address: | 52:54:00:08:05:b6

& Console

* Virtual port
H Controller USB

8. Add more NICs for LAN and WAN with Add Hardware at the bottom left side corner. For good

Performance, it is recommended to use Source Mode as Pass-through (Only one VM can use the
Lower NIC and hence it cannot be shared across VMs). For LAN and WAN interfaces use “Pass-
through” Mode and Device Model must be “virtio.”

" Begin Installation a Cancel Installation

. % Add New Virtual Hardware
Overview
CPUs — Storage Network
Memory

B cController

Boot Options| IS L
IDE Disk 1 & Input

NIC:08:05:b6 | T Craphics Source mode: | Passthrough -
® Sound
| Mouse

g M Serial
B Display vNC Parallel

|
&
& Console <1 Consaole
‘ Controller Usf =&

N At TR

Network source: | yocr device enp6s0fo: macvtap =

0 In mest configurations, macvtap does not work
for host to guest network communication.

MAC address: 52:54:00:5e:6C:e4

Channel Device model: ;.rirtir:r -
USB Host Device _—

PCl Host Device " Virtual port
Video

Watchdog

Filesystem

smartcard

USB Redirection

TPM

RMG

Panic Motifier

osivean

Cancel Finish

Add Hardware Remove Cancel ApF

9. Select Begin Installation for the installation process to start and you can see the console of the
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appliance.
10. Use management_ip command to set the IP address.

How to deploy SD-WAN appliances in Linux-KVM hypervisor platform instance on the
same host

Deploying SD-WAN appliances in high availability mode on the same host requires sharing physical
interface across SD-WAN VPX appliances. For example. The eth3 of physical hypervisor (host) is used
for WANLink-1 for Primary VM, the same interface must be used for secondary appliance, so that if
primary appliance becomes inactive, the secondary appliance can respond to the ARP requests for
shared MAC.

Ubuntu Host

KVM Primary KVM Seconday

All the data path interfaces(not mgmt) must be
Linux Bridges
[Bridge associated with correct physical device]
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’ ,

.". KNV Py KM Secondary \'II

Shared across VS

o

Physacal MIC of KVIM hypervisor

SWITCH

For sharing the Physical NIC between the VMs which are on the same host, the source modes that can
be used according to KVM networking is MACVTAP Bridge or Linux Bridge.

How to use linux bridge

+ Create Bridge using “brctl” on the Host (KVM Hypervisor level).

« Associate the required Physical NIC to the bridge created (using brctl commands).

+ These bridges created at the Hypervisor level must be now associated to the SD-WAN VM.
+ Primary and Secondary VMs are now associated with the Linux bridges created.

To create linux bridge and associate it with virtual machine:

+ Adding bridge, brctl addbr ha-brwanl

+ Associating physical NIC to the bridge ha-brwanl: brctl addif ha-brwanl eth3

+ Associating the bridge “ha-brwanl” to the SD-WAN-SE (Virtual WAN) (both Physical and Sec-
ondary)

1. When adding network interface, select Network source as “Specify shared device name.”
2. Under Bridge Name, provide the name of the bridge created.
3. Device Model must always be “virtio.”

Create bridges for LAN and WAN interfaces. The following snapshot depicts the way to associate inter-
face to SDWAN-SE using Virtual Machine Manager.

Note

These steps must be followed only when both Primary and Secondary high availability node is
present on the same KVM Hypervisor/Host. In case, if high availability nodes are present on dif-
ferent Hypervisors then MACVTAP: Passthrough source mode can be used.
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Overview
Performance
CPUs
Memory
Boot Options
Virtho Disk 1
NIC:29:73:22
NIC :06:2c:64
MNIC:42:68:b5
MIC :0f:91:b4
Mouse

ICEnm W

Keyboard
Display VNC
Serial1
Video Cirrus
Controller 1D
Controller Us
Controller PC

FIANIREC

Add Hardware

LALAEEC

Ceipan

| Storage

Controller

Input

Graphics

Sound

serial

Parallel

Console
Channel

USB Host Device
PCl Host Device
Video
watchdog
Filesyskem
Smarkcard

USB Redirection
TPM

RMG

Panic Motifier

SN © foinewvitusttoraware ]

Network source: | cpecify shared device name =

BEridge name: | ha-brwani
MAC address: 52:54:00:22:2d:91

Device model: virtio -

Cancel Finish

Remove

Limitation with MacVTap bridge mode type

With interface associated to Virtual Machines as MacVTap Bridge mode type there are issues with
shared MAC communication. SD-WAN Virtual WAN uses shared MAC (AA: AA: AA: 00:00: XX). When
MacVTap Bridge mode is used, ARP resolution does not occur for shared Mac. So MacVTap Bridge is

not a recommended option.

NOTE

+ From 10.2.6 and 11.0.3 release onwards, it is mandatory to change the default admin user

account password while provisioning any SD-WAN appliance or deploying a new SD-WAN
SE VPX. This change is enforced using both CLI and UL.

+ Asystem maintenance account - CBVWSSH, exists for development and debugging and has

no external login permissions. The account can only be accessed through a regular admin-

istrative user’s CLI session.
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Install Citrix SD-WAN SE VPX on Google Cloud Platform

February 15,2021

Deploying Citrix SD-WAN SE VPX on GCP enables organizations to establish a direct and highly secure
connection between branches and applications hosted on GCP. It eliminates the need to backhaul
cloud bound traffic through the Data Center. The key benefits of using Citrix SD-WAN on GCP are:

« Create direct connections from every branch site to GCP.

« Ensure an always-on connection to GCP.

« Extend your secure perimeter to the cloud.

+ Evolve to a simple and easy to manage the branch network.

Citrix SD-WAN Standard Edition for GCP logically bonds multiple network links into a single secure
logical virtual path. The solution enables organizations to use variety of connections from different
service providers to get highly resilient virtual WAN paths. These virtual paths function as an over-
lay to seamlessly aggregate bandwidth capacities across multiple links and deliver consistent user
experience even if some of the member links go down or suffer degradation. This is enabled by the
per-packet load balancing and monitoring capabilities of Citrix SD-WAN.

Summary of deployment steps

1. Choose a region where you want to deploy the instance and create three VPCs in different sub-
nets. Optionally, you can create another VPC for HA if needed.

NIC Associated network

NIC 0 (default) Management subnet

NIC1 LAN subnet

NIC 2 WAN subnet

NIC 3 HA subnet (optional)
Note

If you are creating a new management subnet, allow port 443 in its firewall rules.

2. Create a Citrix SD-WAN SE instance and associate the interfaces with the VPCs.

3. Create firewall rules on WAN subnet VPC to enable ingress on UDP port 4980. It is used by Citrix
SD-WAN instance to create the virtual path.
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4. Create aroute on LAN subnet VPC to intercept all the traffic generated from LAN.

5. Access the Citrix SD-WAN SE VPX using the management IP address.

Create VPC networks

Create VPC networks that will be associated with the management subnet, LAN subnet, and WAN sub-
net. While creating an image a default interface is available, this can be used as the management
interface. Create two VPC network for LAN and WAN subnet.

1. Tocreate a VPC network, in the GCP console navigate to VPC network > VPC networks > Create
VPC Network.

Google Cloud Platform 2 citrix v Q -

n VPC network VPC networks CREATE VPC NETWORK C REFRESH
&  VPCnetworks Name ~  Region Subnets Mode IP addresses ranges  Gateways Firewall Rules Global dynamic routing  Flow logs
) External IP addresses defauit e o = @ off
us-centrall default 10.128.0.0/20 10.128.0.1 off
B Firewall rules
europe-west1 default 10.132.0.0/20 10.132.0.1 off
¢ 3
23 R us-west] default 10.138.0.0/20 10.138.0.1 off
4 VPC network peering asia-east] default 10.140.0.0/20 10.140.0.1 off
B4 Shared vPC us-eastl default 10.142.0.0/20 10.142.0.1 off
asia-northeast! default 10.146.0.0/20 10.146.0.1 off
B Serverless VPC access
asia-southeast1 default 10.148.0.0/20 10.148.0.1 off

2. Specify the name, description, region subnet IP address and create a LAN VPC network.
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n VPC network <  Create a VPC network

&=  VPCnetworks Name

[¥ External IP addreszes

Firewall rules LAN subnet VFC

Routes
Subnets

VPC network peering Subnets allow you to create your own private cloud topology within Google Clowd. Click
Automatic’ to create a subnet in each region, or click 'Custom’ to manually define the
Shared VPC subnets. Leam more

Subnet creation mode

=
o
b
@

£l

Serverless VPC access Customn | Automatic

Mew subnet

L[]
>

Name

lan-subnet
Add a description
Region
us-sast] -
IP address range
192.168.10.0/24
Create secondary IP range

Private Google access

an
e Off

Flow lags
Tumning an VPC flow logs doesn't affect performance, but some systems generate 2
large number of logs, which can increase costs in Stackdriver. Leam mare

aOn
& Off

Done | Cancel

+ Add subnet

Drynamic routing mode
® Regional
Cloud Routers will learn routes only in the region in which they were created
Global
Global routing lets you dynamically leam routes ta and from all regions with a single
VPN ar interconnect and Cloud Router

DS server policy (Dotonal

Mo server policy -

Create QLG

3. Similarly create a WAN VPC network.
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= Google Cloud Platform & SD-WAN on GCP proofing +

::: & Create a VPC network

Name

= Mame is permanent
[ sdwan-wan-vpc
Description (Optional)
SDWAN WAN VPC
x 4
Subnets

Subnets allow you to create your own private cloud topology within Geogle Cloud. Click
Automatic' to create a subnet in each region, or click 'Custom’ to manually define the
subnets. Learn more

S
b

Subnet creation mode

&

Custom | Automatic

[ ]
>

New subnet

Name
MName is permanent

sdwan-wan-subnet
Add a description
Region
us-eastl -

IP address range
192.168.20.0/24

Create secondary IP range

Private Google access

On
e Off

Flow logs
Tuming on VPC flow logs doesn't affect performance, but some systems generate a
large number of logs, which can increase costs in Stackdriver. Learn more

On
® Off

Done  Cancel

4. Optionally, for HA deployment create an HA VPC network.
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Google Cloud Platform

e* SD-WAN on GCP proofing «

Q

Search prog

::: & Create a VPC network

= Mame *
sdwan-ha-vpc

Description

Subnets

Subnets let you create your own private cloud topology within Geogle Cloud. Click
25 Automatic to create a subnet in each region, or click Custom to manually define the

subnets. Learn more

il

Subnet creation mode
® custom
(O Automatic

New subnet

Name *

sdwan-ha-vpc-subnet-0

Lowercase letters, numbers, hyphens allowed

Lowercase letters, numbers, hyphens allowed

Description

Region *
eurcpe-west]

IP address range *
[ 10.210.0.0/24

CREATE SECONDARY IP RANGE

Private Google access @

1> O on

Note

All four VPC networks must be in the same region.

5. Create WAN link public IP.
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Google Cloud Platform e SD-WAN on GCP proofing v

&  Reserve a static address

Name
Name is permanent

sdwan-wan-public-ip

Description (Dptional)

SDWAN wan public IP

Network Service Tier
® Premium (current project-level tier, change)
Standard

IP version
® [Pvd
IPvE
Type
® Regional
Global (to be used with Global forwarding rules. Learn more)

Region
Region is permanent

us-eastl (South Carolina) -

Attached to
Some of the instances may be disabled due to the 'External IPs for VM instances’
organisation policy. Learn more

MNone -

Static IP addresses not attached to an instance or load balancer are billed
at an hourly rate. Pricing details.

Reserve Cancel

Equivalent REST or command line

6. Associate the WAN Public IP to WAN subnet after creating the instance.
Note

For the HA secondary instance you do not have to associate the WAN Public IP.
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Metwork interface P

MNetwork
testsdwan-wan-site

Subnetwork
test-wan-site

Internal IP
172.19.10.7

Internal IP type
Ephemeral -
Show alias IP ranges

External IP

sdwan-wan-public-ip (35.229.70.175) -

Metwork Service Tier
Prermium

Done  Cancel

Create the Citrix SD-WAN SE VPX instance

1. In GCP Marketplace search for Citrix SD-WAN Standard Edition, open it, and click LAUNCH ON
COMPUTE ENGINE.
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Google Cloud Platform

Marketplace

“citri”

Filter by

TYPE

Kubernetes apps (2)
APls & services (1)

Virtual machines (2)

CATEGORY

Analytics (1)
Monitoring (2)
Networking (4)
Security (2)

PRICE

Free (3)
BYOL (2)

5 results

citrix:

Citrix Ingress Controller
Citrix Systems, Inc. + Kubernetes apps
Kubernetes Ingress Controller for Citrix ADC

Citrix ADC VPX - Customer Licensed
Citrix Systems, Inc. » Virtual machines
Citrix ADC: Load Balancer, SSL VPN, WAF & SSO

Citrix SD-WAN Standard Edition
Citrix Systems, Inc. » Virtual machines
Citrix SD-WAN - built for your distributed enterprise

CiTRIX

Citrix ADC CPX
Citrix Systems, Inc. * Kubernetes apps

High-performance, low-footprint, edge & service proxy for K8s

BindPlane
Blue Medora - APIs & services

Full-stack operations data collection for Stackdriver
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= Google Cloud Platform

&

Runs on
Google Compute Engine

Type

Virtual machines
Single VM

BYOL

Last updated
8/7/19,12:07 PM

Category
Networking
Security

Version
1.0

Citrix SD-WAN Standard Edition

Citrix Systems, Inc.
Estimated costs: $99.01/meonth + BYOL license fee

Citrix SD-WAN - built for your distributed enterprise

CH ON COMPUTE ENGINE

Overview

Citrix SD-WAN is a next-generation WAN Edge solution delivering flexible, automated, and secure connectivity and
perfermance for cloud and virtual applications te ensure an always-on werkspace experience. Quickly add new
sites with zero-touch deployment and centrally monitor connections between remote sites and the cloud. SD-WAN
provides an unparalleled experience for mission- and business-critical applications delivered from any location
with comprehensive security that protects users, applications, and data across the branch, network, and cloud.
Version 11.0 includes: Optimization of Office 365 traffic APl integration with Zscaler AP integration with GPCS
Support for PPPoE and SD-WAN as a DNS forwarder Exporting of flow records to 3rd-party collectors using IPFix
Virtual Path QoE report shows how the entire virtual tunnel is performing Optimize the Microsoft Office 365
experience: Citrix SD-WAN ensures reliable connectivity to the nearest Office 365 front doors directly from branch
locations. Citrix SD-WAN leverages APls containing published Office 365 endpoint URLs and IP addresses to learn
the closest front door locations to the users. This, in conjunction with the built-in stateful firewall, provides the
ability to do local breakout of trusted, latency-sensitive Office 365 traffic over local ISPs for all your branches. For
Dffice 365 customers who also use Microsoft Azure, you can push Office 365 policies and firewall rules to Citrix
SD-WAN directly from Azure Virtual WAN using the Microsoft REST API. The SD-WAN appliances in the branches
leverage them to optimize these preferences to route Office 365 traffic to the nearest Office 365 cloud front door.
Key Benefits Provides the best digital workspace experience — whether Citrix, Microsoft Office 365, or any other
SaaS. Offers advanced capabilities such as bi-directional QoS and link resiliency with failover in milliseconds.

Learn more [

About Citrix Systems, Inc.

Citrix

2. Therequired vCPU’s and memory are selected by default. Select the GCP Region.

Note

The GCP region must be same as the region of the VPC networks.

© 1999-2021 Citrix Systems, Inc. All rights reserved. 251



Citrix SD-WAN Platforms

Daployment name
citri-sd-wan-standard-edition-3

Instance nams

sdwan-instance

Machine type

4vCPUs - 15 GB memaory Customize

Zone

us-east]-c -

GCP Regian

. us-eastl - J

Existing network1

Show Existing netwark options

Existing network2

Show Existing network?2 optkons

Existing network3

- anow Existing networkd options

Existing netwarkd

show Existing networkd options

3. From Existing networka1 list select default, this is the management interface. Similarly, for Ex-
isting network2 and Existing network3 select the LAN and WAN subnets respectively. Ensure
that useExNet is selected for all the three networks and click Deploy.

Note

If you are creating a new management subnet, allow port 443 in its firewall rules.
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Less

Existing netwark2

Network

sd-wan-lan -
Subnetwork

lar-subnet (192.168.10.0/24) -

~ glick on it to use useExNet2

Less

Existing network3
Network

sd-wan-wan -

Subnetwork
wan-subnet (192.168.20.0/24) it

[+ click on it to use useExMet3

Less

Existing netwark4

Show Existing netwaorkd options

Deploy

4. Optionally, create another instance for HA as described in the previous steps. Ensure that the
LAN and WAN network and subnets are the same for both the HA instances.

5. After the SD-WAN SE VPX instance is deployed, use the default user name and password pro-
vided by GCP to log in into the SD-WAN SE VPX.
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I @ citrix-sd-wan-standard-edition-3 has been deployed @ 1SRG SEnEIEaEOn
Solution provided by Citrix
I Overview - citrix-sd-wan-standard-edition-3 wmName citrix-sdwan-instance
- e ctxsdwan ctisdwan jinja wmiP TANEIN
~ [ sdwan-instance cix-sdwan-vm jinja userPassword
M generated-password-0 password py UserName
B citrix-sdwar-instance vm instance Connection string ssh admin@34.74.215.151

Get started with Citrix sd-wan standard edition

Documentation

Citrix SD-WAN documentation [

Support

Citrix support Go to Citrix support [ 2
Show support ID

Template properties

More

Create firewall rule on WAN subnet VPC

1. Navigate to VPC Network > VPC Networks > WAN subnet VPC. In the Firewall rules tab, click

Add firewall rule.
::: <« VPC network details # EDIT i DELETE VPC NETWORK
= sd-wan-wan
Description
] WAN subnet VPC
e Subnet creation mode

Custom subnets

. Dynamic reuting mode
Fegionzl
ﬁ}' DNS server palicy
B Mone
@ Subnets Static internal IP addresses Firewall rules Routes VPC Network Peering Private service connection

Add firewall rule Delete

Name Type Targets Filters Frotecols/ports Action Priarity

Equivalent REST

2. Allow ingress for all instances on UDP port 4980. This port is used by the SD-WAN instance to
create an overlay network.
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H

G 0

& X <+ 4

&  Create a firewall rule

Firewall rules control incoming or cutgoing traffic to an instance. By default,
incoming trafhc from outside your netwark is blocked. Leam more

Mame

server-firewalll

Description (Dptiona

Logs

Turming on firewall logs can generate a large number of logs which can increase costs in

Srackdriver. Learn more
On
& Off

MNetwork
sd-wan-warn

Priority

Priarity can be 0—-63333 Check prionity of other firewall rules

1000

Direction of traffic
@ Ingress

Egress

Action on match
o Allow

Dramy
Targets
All instances in the network
Source filter
IP ranges
Source IP ranges
0.0.0.0/0 £

Second source filter
Mone
Protocols and ports

Allow all
#® Specified protecols and parts

top: . E T
¥ udp: 4980
Other protocols

¥ Dizsable rule

Equivalent REST or command line
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3. Optionally, for HA deployment ensure that the same firewall rule is created on HA subnet VPC
as well and the UDP port number 4980 is allowed.

Create a route on LAN subnet VPC

Create a route on LAN subnet VPC to intercept all the traffic generated from LAN.

1. Navigate to VPC Network > VPC Networks > LAN subnet VPC. In the Routes tab, click Add

::: & VPC network details # EoIT W DELETE VPG NETWORK
= sd-wan-lan
Description
= LAN subnet VPG
Subnet creation mode
Custorn subnets
4 Dynamic routing mode
Regianzl
& _
DNS server palicy
None
bd

Subnets Static internal IP addresses Firewall rules Routes

Mame ~ Description Destination IP range Priority nstancetags

default-route-1c1fa1cdel6occ?

default-route-Bb187071778b22a3

2. Enter the Destination IP range, the LAN network of the other end. In the Next Hop field, select
Specify IP address and in the Next hop IP address specify the SD-WAN LAN interface IP.
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::: & Create a route

Mame

lanasnexthop

LA

Desecription (COptionz

=5t |an az next hop

MNetwork

Destination IP range
10.0.0.0/15

& X <+ 4

Priority
1000

Instance tags

MNext hop
Specify IP address -

Mext hop IP address
192.168.10.0

Equivalent REST or command line

3. Optionally, for HA deployment, on the primary instance configure the Alias IP. This is used as
the LAN interface IP in SD-WAN configuration.
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Network interface A

You must stop the VM instance to edit network, subnetwork or intemnal IP address
Network

Subnetwork

Internal IP
192.168.10.2

Internal IP type

Ephemeral -

Alias IP ranges
Subnet range Alias IP range

Primary (192.168.10.0/24)  ~ |192.168.10.20| | X

=+ Add IP range |

Hide alias IP ranges

External IP

None -

Done  Cancel

Access the SD-WAN SE VPX instance

Use the management interface IP address to access the GUI of the SD-WAN SE VPX instance. Use the
default user name and password provided by GCP to log into the SD-WAN SE VPX.
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« C' | A Notsecure | https;//35.196.255.192/cgi-bin/vwdash.cgi a

2% Citrix SD-WAN VPX-100-SE

Dashboard Configuration

System Status

Mame: BRANCH

VPX

BASE

Client
GoogleCloud-1613A2E3F3D3DCA54ABGEACECS8DD240 I
ess 10.142.0.3

3 hours, 13 minutes, 4.6 seconds

Ses 31 minutes, 39.0 seconds

Routing Demain Enabled: Default_RoutingDomain

Local Versions

on: Fri Aug 17 14:51:55 2018
10.1.0.151.699829
Jul 31 2018 at 20:57:55
VPX
46

Virtual Path Service Status

Virmual Path DC-RRANCH Uptime: 18 minutes, 52.0 seconds.

NOTE

+ From 10.2.6 and 11.0.3 release onwards, it is mandatory to change the default admin user

account password while provisioning any SD-WAN appliance or deploying a new SD-WAN

SE VPX. This change is enforced using both CLI and Ul.

+ Asystem maintenance account - CBVWSSH, exists for development and debugging and has

no external login permissions. The account can only be accessed through a regular admin-

istrative user’s CLI session.

For HA to work, ensure that in the SD-WAN configuration the WAN interface is configured with DHCP.

Use the alias IP to configure the LAN interface.

Site Details
?

Appliance:
[oepimen D &y Gcp_men-VPX (vpx-BASE)
gcp_cl

Interfaces:

Ethernet Port 1

Mode: Fail-to-Block , Trusted
s VLANS: 0 (10.170.0.20/24)

Ethernet Port 2

Mode: Fail-to-Block , Untrusted
Ethernet Port 3

Mode: Fail-to-Block , Trusted
s VLANS: 0 {10.190.0.200/24)

WAN Links:

gcp_men_wl

Access Type : Public Internet

Rates : 10M /10M

IP Address (IPv4): Auto-Leamn (Public IP: 35.241.170.79)
GW Address (IPvd): Auto-Learn

Virtual Path Mode (IPvd): Primary

Static Routes:

Edit
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Installing SD-WAN VPX Standard Edition AMI on AWS

December 4, 2020

The Citrix SD-WAN SE appliances bond multiple network paths in the single virtual path. The virtual
paths are monitored so that critical application paths are always routed through optimal paths. This
solution enables customers to deploy applications in the cloud and utilize multiple service provider
networks for seamless delivery of applications to the end-users.

To create an SD-WAN SE-VPX on Amazon Web Services(AWS), you go through the same process as with
creating any other instance, setting a few instance parameters to non-default settings.

Instantiating an SD-WAN Virtual Appliance (AMI) on AWS:

To install an SD-WAN virtual appliance in an AWS VPC, you need an AWS account. You can create an
AWS account at http://aws.amazon.com/. SD-WAN is available as an Amazon Machine Image (AMI) in
AWS Marketplace.

Note: Amazon makes frequent changes to its AWS pages, so the following instructions may not be
up-to-date.

To instantiate an SD-WAN virtual appliance (AMI) on AWS:

1. In a web browser, type http://aws.amazon.com/.

2. Click My Account/Console, and then click My Account to open the Amazon Web Services Sign
in page.

3. Use your AWS account credentials to sign in. This takes you to the Amazon Web Services page.

Citrix SD-WAN SE appliances offer the following AWS service instances:

+ VPC Dashboard - isolated portion of the AWS cloud populated by AWS objects, such as EC2 in-
stances
- Enabled by creating a VPC in AWS. See the following configuration steps.
« EC2 Dashboard - elastic compute cloud, resizable virtual services / instances
- Enabled by creating NetScaler SD-WAN AMI. See below for configuration steps.
- CIDR - Classless Inter-Domain Routing block, consisting of continuous IP address range,
used to specify your VPC (cannot be larger than 16 regions).

SD-WAN web interface

« Configure Citrix (formerly NetScaler SD-WAN) SD-WAN AMI

The following are the requirements and limitations for deploying SD-WAN SE-VPX AMI in AWS:
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Minimum requirements

« AWS EC2 Instance Type: c4.2xlarge, c4.4xlarge, c5.xlarge, c5.2xlarge, c5.4xlarge, m4.2xlarge,
m4.4xlarge, M5.2xlarge, m5.4xlarge

« Virtual CPU: 8

« RAM: 15GB

» Storage: 160 GB

+ Network Interfaces: minimum of 2 (one management, one for LAN/WAN)

+ BYOL - bring-your-own-license and subscription

From 11.3 release onwards, Citrix SD-WAN has introduced support for the M5 and C5 instances. The
newer AWS regions such as Hong Kong and Paris only support M5 and C5 instances.

The M5 and C5 instances have improved hardware performance and are designed for higher demand-
ing workloads. The M5 and C5 instances deliver better price/performance than the M4 instances on a
per-core basis.

NOTE

The M5 and C5 instances are supported from a fresh provision of 11.3 and higher version only. To
keep using the M5 and C5 instances, you cannot downgrade from 11.3 version since the M5 and
C5 instances are not supported on any firmware version prior to 11.3 release.

Limitations

+ AWS does not allow bridging of interface so Fail-to-Wire is not an option for configuring interface
groups.

« Instances provisioned with 10.2.4/11.2.1 versions, AMIs cannot change their instance type to
M5/C5.

© 1999-2021 Citrix Systems, Inc. All rights reserved. 261



Citrix SD-WAN Platforms

Citrix (formerly NetScaler SD-WAN) SD-WAN with AWS

Deployment Scenario with AWS

Extending the Data Center into the Clouwd
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-
... pEEEEE mmmmm “ '...........‘
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Awailability Zone

Primary Data Center

=
Branch A

----- Virtualized Wide Area Network citrix

Deploying an AWS region with a specified Availability Zone. Within that Virtual Private Cloud (VPC) in-
frastructure, SD-WAN Standard Edition AMI (Amazon Machine Image) is deployed as the VPC Gateway.

« The VPC private has routes towards the VPC Gateway.

« SD-WAN instance has a route towards the AWS VGW (VPN Gateway) for direct connect and an-
other route towards IGW (Internet Gateway) for internet connectivity.

+ Connectivity between Data Center, Branch, and Cloud applying different transport modes uti-
lizing multiple WAN paths simultaneously.

+ Automatic Route Learning with OSPF and BGP.

+ Single IPsec tunnel across multiple paths where security renegotiation is not required upon any
link failure occurrences.
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SD-WAN AMI in AWS

Example Deployment
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- *

Availability Zone

ciTrix

In AWS a subnet and IP address must be defined for each SD-WAN AMI interface. The number of in-
terfaces utilized depends on the deployment use case. If the goal is to reliably access application
resources that are on the LAN side of the VPX (inside the same Region), the VPX can be configured
with three Ethernet interfaces; one for management on eth0, one for LAN on eth1, and one for WAN
on eth2.

Alternatively, if the goal is to hair-pin traffic through the VPX to some other region or to the public
internet, the VPX can be configured with two Ethernet interfaces; one for management on eth0, and a
second for LAN/WAN on ethl.

SD-WAN SE AMI in AWS overview

1. Create VPCin AWS using VPC Dashboard

To get started with the Amazon virtual private cloud you need to create a VPC, which is a virtual net-
work dedicated to your AWS account.

+ Define CIDR blocks/Subnets and assign to VPC - for identifying the device in the network. For ex-
ample. 192.168.100.0/22 is selected for the VPC in the example network diagram encompassing
the WAN, LAN, and Management subnets - 192.168.100.0 - 192.168.103.255) - 192.168.100.0/22

+ Define an Internet Gateway for the VPC - for communicating with outside the cloud environ-
ment

+ Define routing for each defined subnet - for communication between the subnets and Internet

+ Define Network ACLs (Access Control List) - for controlling the inflow/outflow of the traffic
from/to the subnet for security purposes
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« Define Security Group - for controlling the inflow/outflow of the traffic from/to each instance of
the network device

Create an Citrix SD-WAN AMI:

« For more information,refer to the EBS best practices and Must-know best practices for Amazon
EBS encryption

+ For defining Security groups the policy must look like the following:

Outbound: Allow All traffic
Inbound:

SSH from all IP addresses / subnets from where management IP will be accessed.
All traffic from your AWS VPCs (private IPs)
All traffic from the WAN side public IPs of Citrix SD-WAN peer appliances hosted on prem

orin cloud.
+ Define the Network Interfaces for the EC2 instance
« Create Elastic IP addresses for the EC2 instance
+ Define Security for the EC2 instance and network interfaces
Connect to the SD-WAN web interface:

« License
+ Install identify using Local Change Management

Create a VPC in AWS - Virtual Private Cloud (VPC)

To create VPC:

1. From the AWS management console tool bar, select Services > VPC (Networking & Content De-
livery).
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2. Select your VPCs, then click the Create VPC button.

3. Add Name tag, CIDR block according to your network diagram and Tenancy = default, and click
Yes, Create.

Create VPC X
: . : Cis Such 38 ArPa]
HaER 18] aws-ERAP 1]
CIDR bleek” | 152 968 100 V22 &
Tenancy  Cetault v €9
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Define an internet gateway for the VPC

To define the Internet gateway for the VPC:

1. From the AWS management console, select Internet Gateways > Create Internet Gateway.
The Internet Gateway traffic matching the 0.0.0.0/0 route can be configured in the route table.
It is also required for external access to the SD-WAN AMI web interface for further configuration.

e -t
T ] Services - Resource Groups ~

VPC Dashboard { Create Internet Gateway
Filler by VPG N—
MNone ' Q b4
Name - D = Siate
Your VPGS igw-82562a06  attache]
Subnets

Rioule Tabiles

DHCP Options Sets
Elastic 1Ps

Endpoints

2. Give the IGW a Name tag, and click Yes, Create.

Create Internet Gateway b

Mametag | awsBR-IWG [i ]

3. Select the newly created IGW and click Attach to VPC.

Resource Groups ~

Marie = IO = St - WPC

4. Select the previously created VPC and click Yes, Attach.
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Attach to VPC L

WPE | vpe-bdT7dbda | aws-BR v D

Define subnets for the VPC to differentiate mgmt, LAN, and WAN

To define subnets for VPC:

1. From the AWS management console, select Subnets > Create Subnets to create Mgmt, LAN,
and WAN subnets. Use the defined subnets to distinguish between the LAN, WAN, and Mgmt
subnets defined in the SD-WAN configuration.

i"l Services ~ Resource Groups ~ %
VPC Dashboard ‘ Create Subnet ' Subnet Actions
Filter by VPG
Mone v 0 b4
Mame &  Subnet 1D = State = VPC

subnet-ba 35501 available Ve
subnet-55ebalid rvadable =

subnet-eb25cial avalable

DHCP Oplicns Sets

2. Enter the details specific for the Mgmt subnet of the VPX, then create it using the Yes, Create
button.

« Name tag: name to identify different subnets (Mgmt, LAN, or WAN)

« VPC: <the VPC previously created>

« Availability Zone: <set at discretion>

+ CIDR block: subnet specific to the defined name (Mgmt, LAN, or WAN) that is a smaller
subset of the CIDR previously defined
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Create Subnet x
..... o,
Mame tag  ges-BE-Moe [i ]
WP ven- 1C8e3TE | sws-BR-vec « i
Availability Zone | Us-wEsl-2a P i ]
CIDR Block | 102 162 10 (Vi i ]
3. Repeat the process until you have created a subnet for the Mgmt, LAN, and WAN networks.
Create Subnest x
_—
Hame tag  aw3-BR-LAN i)
VPC wp- 1040370 | ws-BR- T et ﬂ
Availability Zone - WEal-28 B
CIDR block | 192 168 1 i (]

Define route tables for the management subnet

To define route tables:

1. From the AWS management console, select Route Tables > Create Route Table to create route
tables for the Mgmt, LAN, and WAN subnets.

[T} Services +  Resource Groups ~ %
VPG Dashboard { Create Route Table
| 4
Kamia = Rpis Tab  Stale

2. Enter the detail for the Mgmt subnet

« Name tag: name to identify different subnets (Mgmt, LAN, or WAN)
« VPC: The previously created VPC
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Croate Route Table -

Hasap 1 - Db T B [i]

VPO | g e = i

3. With the newly created route table still highlighted, select Subnet Association > Edit.
VPG Dashboaed . m Coitn Manghe Table  Bal A5 Maes T

®

L = Eiote Tabds 1D Enphcitly Auscciar  Misin

ISR | dmd B -H i BI AR

L et LR

4. Make the association with the desired subnet, then click Save.

Sumemarny Routes Subnet Associaticns Foute Propagation Tags

Asdcciane  Sibiet CIOR Ciirnaiil Rowte Talide

5. With the newly created route table still highlighted, select Routes > Edit.

i e | B B Tage b

6. Click Add another route button (only required for the Mgmt, and WAN subnets), then Save.

+ Destination: 0.0.0.0/0
+ Target: The Internet Gateway (igw-xxxxxxx previously defined)
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-3k | Jery-BR-Rouse Tabie Mg
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Note

AWS provides a global route table in the EC2 instance but the NetScaler SD-WAN AMI will use local
route tables so that the user can control traffic forwarding to the Virtual Path.

Define route tables for the WAN subnet

To define route tables:

1. From the AWS management console, select Route Tables > Create Route Table to create route
tables for the Mgmt, LAN, and WAN subnets.

Create Route Table »
. ¥ 1 o
Mam t5g | aws-BR-Rouss Table WAN o
W Vo= AC 8250 Th | aws-BR-Y .

2. Enter the details for the WAN subnet:

« Name tag: name to identify different subnets (Mgmt, LAN, or WAN)
« VPC: The previously created VPC

3. With the newly created route table still highlighted, select Subnet Association > Edit.

b -4 3 | awn-BR-Rouse Table Wikl

Surmmary Rioutes Suibfat A4Siatand Aoule Propagation

Associale  Sebaal CIDR Curiei Rewte Table

4. Make the association with the desired subnet, then click Save.
5. With the newly created route table still highlighted, select Routes > Edit.
6. Click Add another route button (only required for the Mgmt, and WAN subnets), then Save.

« Destination: 0.0.0.0/0
+ Target: <The Internet Gateway> (igw-xxxxxxx previously defined)
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D -4BETT I | aws -BR-Aouts Table-WaN
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Define route tables for the LAN subnet

To define route tables for the LAN subnet:

1. From the AWS management console, select Route Tables > Create Route Table to create route
tables for the Mgmt, LAN, and WAN subnets.

Create Route Table x

2. Enter the details for the LAN subnet:

« Name tag: name to identify different subnets (Mgmt, LAN, or WAN)
« VPC: The previously created VPC

3. With the newly created route table still highlighted, select Subnet Association > Edit.

4. Make the association with the desired subnet, then click Save.

rite-EFEHT o0 | aws-BR-Foute Tabie-LAN

ST Rusiies Bubnei Associations Rga A PHGDAgGEGN Tags

Eanewl
Aisscclsts  Subned CIDR Currem Routs Table
- wt =N 1421 g
t I 1421 1 yors-B
..... » 142,158 )l
Note

To route LAN side traffic through SD-WAN, associate the target destination as the SD-WAN LAN
interface id in the SD-WAN LAN route table. The target for any destination can be set to interface
id only after creating the instance and attaching network interfaces to that instance.
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Create an SD-WAN SE AMI

To create the EC2 instance:

1. From the AWS management console tool bar, select Services > EC2 (Compute).

2. Select the EC2 dashboard tool bar, select Instances > Launch Instance.

3. Use the AWS Marketplace tab to search for the SD-WAN Amazon Machine Image (AMI) or use
the My AMIs tab to locate an owned or shared SD-WAN AMI, locate Citrix NetScaler SD-WAN
Standard Edition and then click Select.
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T} Services v  Resource Growps ~ %

Step 1: Choose an Amazon Machine Image (AMI) Gancel and Ext
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4. Confirm the selection with Continue.

5. On the Choose Instance Type screen, select the EC2 Instance Type that was identified during
preparation, then select Next: Configure Instance Details.

1) Services v  Resource Groups ~ %

Step 2: Choose an Instance Typ

PI— 8 15 2 x 80 (S50 Tes High

939&9@999999

et e

6. Enterinstance details (anything not specified must be left unset/default):

+ Number of Instances: 1
» Network: select VPC previously created>

Subnet: select Mgmt Subnet previously defined
+ Auto-assigning Public IP: enabled
Network interfaces > Primary IP: enter predefined Mgmt IP
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= Metwork interfaces (1
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7. Click Next: Add Storage

Step 3: Configure Instance Details
Coanifiguane T NSEANCE 10 SUE yOU PEQUNEMEnt

Pstance. and moee

MUt of inISeEL

FPurghageng cpgen

Aytc-aiiign Public IF
Plscament group

&M rode

Savundoem behxaior
Enabie LArmienatan protectson

Moniioring

EBS-opumiEed insLinse

1 Confagues Inciascs 4 hdd Soragd 5 ASd Tage rligure Sty Greg T Ry

5. Vioes Can unch maslipls instances rom e same Al request Spol nstances i take advaniags of M IWeT NG, 33500 aN SC0EES MANAgEMEn! eolke 1o e =

Launch an B optmised natance

Camzel  Previous Rewiews 2ma Launch

Note

Associate the EC2 instance with the Mgmt Subnet to associate the first EC2 interface (eth0)
with the SD-WAN Mgmt interface. If ethO is not associated with the SD-WAN Mgmt interface,
connectivity is lost following a reboot.1.

8. Enter the following information for the Root Storage:

« Volume Type: General Purpose (SSD) GP2

9. Then select Next: Tag Instance
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i Services ~  Resource Groups ~

Threughput Delete on Encrypted
i

Velume Type || Device (| Smapshet | Fize (GIB) (1 Volume Type (| 10PS (i (MEss) | Berrdnation (1

Add Hew volums

cancel Privious Next: Add Tags

10. Give the EC2 instance a name by specifying a value for the default Name Tag. Optionally create

other desired Tags.

Resource Groups +» %

Step 5: Add Tags

Kay 0t = Valud
]
W D
D

Add ansther 1ag

Carc# Previous m Mext: Configume Secunty Group

11. Then select Next: Configure Security Group.
12. Select an existing Security Group or create a Security Group:

+ Default security group generated includes HTTP, HTTPS, SSH, and
Click the Add Rule button to add two more:

« All ICMP with Source: Custom 0.0.0.0/0

« Custom UDP Rule with Port Range: 4980 and Source: custom <known IP addresses from
partner SD-WAN>

13. Select Review and Launch.
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ASSIQN 3 SECAnty group: ®Create a new Secunty group
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14. After complete with reviewing, select Launch.

15. In the Key Pair pop-up, either select an existing key pair or create a new key pair, then select

Launch Instance.

Salect an existing key pair or croate a new key pair .
1 0f 0 pulin Ny T A WS b PITVOEE By R O vOu Mo TN T
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e A
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Important

If a new key pair is created, be sure to download and store it in a safe location.

o Autoge
o recomn
Fource
Cusiom v | 0.0000
Custom v |l0.000
Custom v
Custom v | 0.0.0 00
Custom | 0.0.00:0

¥ QEOUD FUkES 10 Allow BCoRss from kecwn IP

16. Citrix SD-WAN SE AMI must now be launched successfully.

Launch Status

pEESE. Only

O0000
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Note

A Security Group is a set of firewall rules that controls traffic for an EC2 Instance. Inbound
and outbound rules can be edited during and after EC2 launch. Each EC2 Instance must
have a Security Group assigned. Also, each Network Interface must have a Security Group
assigned. Multiple Security Groups can be used to apply distinct sets of rules to individual
Interfaces. The default Security Group added by AWS only allow traffic within a VPC.

The Security Group assigned to the NetScaler SD-WAN AMI and its interfaces must accept
SSH, ICMP, HTTP, and HTTPS. The Security Group assigned to the WAN interface must also
accept UDP on port 4980 (for Virtual Path support). Refer to AWS help for more detail on
Security Group configuration information.

Important

Wait two hours if provisioned from a new account and then retry

17. Navigate back to your AWS Console: EC2 Dashboard.

18. From the tool bar, under Network & Security select Network Interfaces, highlight the Mgmt
interface and Edit the Name tag to give the interface a useful name.

19. Then click Create Network Interface to create the LAN interfaces:

« Description: <a user-defined description for the interface>

« Subnet: <the subnet previously defined for the interface>

+ Private IP: <the private IP for the interface previously defined during preparation>
« Security Group: <the appropriate security group for the interface>

ALDDEE ¥

WiIC I form

e wpe-lodadTe ]

ElashC 1Pg
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K .
= Matwerh imtprface: sni-d8 Lic 10

Tt Goug Coiails Flow Logs Tags

20. Repeat and click Create Network Interface to create the WAN interface.
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Haswors interiacet

21. Edit the Name tag for each new interface and give a useful name.

Croate Network Interface ®
Sacrgees |
fubam et -1 MOGD un-mew 1o LIS ey
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22. Highlight the Mgmt Interface and select Actions > Change Source/Dest. Check to disable
Source/Dest. Check, then select Save.

Actions =~

Q
Narma = Network interf. = Subnat 1D
Manage IP Addresses
B Momi_awsBR eni-2514c306 subnet-5508e1c Associale Address
LAM_awsBR eni-48 1ic80b subnel-balsefi f  Disassociate Address
WAMN_awsER ent-aldldiab submet-db 17RI52

Change Source/Deal. Check
AddEdi iags

Change Description

Create Flow Log

23. Repeat for LAN and WAN interfaces.
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Change Source/Dest. Check X

Wetwark imenisce eni-d5182306

SOURCHOEIL. Check | Enabied
& Disabied

24. Atthispointallthe Network Interfaces: Mgmt., LAN, and WAN each are configured with a Name,
Primary private IP, and disabled for Source/Dest. Check attribute. Only the Mgmt. Network

Interface has a Public IP associated with it.

o

LI
@ Teder

- PP T —

i

Important

Disabling the Source/Dest. Check attribute enables the interface to handle network traf-
fic that is not destined for the EC2 instance. As the NetScaler SD-WAN AMI acts as a go-
between for network traffic, the Source/Dest. Check attribute must be disabled for proper
operation.

The Private IPs defined for these Network Interfaces, ultimately, must match the IP ad-
dresses in your SD-WAN configuration. It can be necessary to define more than one Pri-
vate IP for the WAN Network Interface if that interface is associated with more than one
WAN Link IP in the SD-WAN configuration for this site node. This can be accomplished by
defining Secondary Private IPs for the WAN Interface as needed.

25. From the EC2 Dashboard tool bar, select Instances.

l_l ServicEl - Redource Groups -

1

Esenils

Q

Repois

— B Mame - InSlans = Avallability Zone - Insiance S
B  wnBR = us-wsl-2a @ rusning
nslasos Setings

Instances Image
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Dedicated Hosis
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26. Highlight the newly created instance, then select Actions > Networking > Attach Network In-
terface.

Attach Network Interface

Incsiancs 100522371 G4
Mubwars teracs: #ri-A01 800 - LAN Bl

il m

27. Attach first the LAN network interface and then the WAN network interface to the SD-WAN SE

AMI.

Attach Metwork Interface

Inysnes 10
MNatwdii INberISes . eri-tH000AA0 - WAN i8R (WM rwib

Note
Attaching the Mgmt, LAN, and WAN in that order attaches to eth0, eth1, eth2 in the SD-WAN
AMI. This aligns with the mapping of the provisioned AMI and ensures that interfaces are

not reassigned incorrectly in the event of AMI reboot.

28. From the EC2 Dashboard tool bar, select Elastic IPs (EIP), then click Allocate new address.

1] Services ~  Resource Groups ~

29. Click Allocate to allocate a new IP address, then Close after the New address request succeeded.

30. Highlightthe new EIP and select Action > Associate address to associate the EIP with the Mgmt.
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Interface, then click Associate.

« Resource type: <network interface>
+ Network interface: <previously created Mgmt. Network Interface>
+ Private IP: <previously defined private IP for Mgmt>

Release addresses

Associale address

brer e - co

Configure SD-WAN SE AMI - SD-WAN Web management interface
To configure SD-WAN SE AMI:

1. At this point, you must be able to connect to the SD-WAN SE AMI’'s management interface using
a web browser.

2. Enter the Elastic IP (EIP) associated with the Mgmt. Interface. You can create a security excep-
tion, if the security certificate is not recognized.

3. Login to the SD-WAN SE AMI using the following credentials:

« User name: admin

 Password: <aws-instance-id> (example; i-00abl11labc2222abcd)
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Note
If the Mgmt. Interface cannot be reached, check the following:

+ Make sure the EIP is correctly associated with the Mgmt. interface

« Make sure the EIP responds to ping

+ Makes sure the Mgmt. interface Route Table includes an Internet Gateway route
(0.0.0.0/0)

+ Make sure the Mgmt. interface Security Group is configured to allow HTTP/HTTPS/ICM-
P/SSH

Starting with release 9.1 SD-WAN AMI, users can also log in to the SD-WAN AMI console
using ssh admin@<Mgmt. EIP>, assuming that the key pair for the EC2 Instance has been
added to the user’s SSH key chain.

4. For SD-WAN SE bring-your-own-license (BYOL) AMI, a software license must be installed:

+ On the SD-WAN web interface, navigate to Configuration > Appliance Settings > Licens-
ing

+ From License Configuration: Upload License for this Appliance, select Choose File,
browse and open the SD-WAN SE AWS license, then click Upload and Install

« After successful upload, License Status will indicate State: Licensed
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5. Setthe appropriate Data/Time for the new AMI:

+ Onthe SD-WAN web interface, navigate to Configuration > System Maintenance > Date/-
Time Settings

+ Set the correct date and time using NTP, Date/Time Setting, or Timezone

Dadhbasnd Montsring

= Apphasce Settngs

- System Malmenamce

Delete Files
Restart System
DateTime ',r.tng*.:

Le<al Charge Managemant

Configraration Systen Mainterance > DatefTime Settings.

Use NTF Server &
Sevwer Address: e nis gov

Dragrastics
L Change Setbngs
Update Softvare
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Dates Decermber v (28" | 2005 ™
Time: T 58" 136w
Charge Date
Time Tane: uTe ¥
Charee Timsezone

Note

The SD-WAN SE AMI Virtual WAN Service remains disabled until an appliance package (Soft-
ware + Configuration) is installed on the AMI.

Add SD-WAN SE AMI to your SD-WAN environment

To add SD-WAN AMI to your SD-WAN environment:

1. Navigate to your SD-WAN Center or Master Control Node for your SD-WAN environment.
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2. Add a new site node using the Configuration Editor:

« Add site: model VPX, Mode: client

« Interface Groups: awsLAN = ethl, awsWAN = eth2 (untrusted)

« Virtual IP Address: 192.168.100.5 = awsLAN, 192.168.101.5 = awsWAN with awsLAN virtual
IP address being configured, the SD-WAN advertises the LAN subnet of 192.168.100.5/24
as a local route to the SD-WAN Environment (refer to the Connections > <AWSnode >
Routes).

WAN Links:

+ AWSBR-WAN with Access Type Public Internet, Autodetect Public IP if client node or con-
figure the EIC for WAN link if MCN node, Access Interfaces: awsWAN 192.168.101.5 with
gateway 192.168.101.1 (#.#.#.1 is typically the AWS reserved gateway).

B Dl @
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3. In the Configuration Editor validate the path association under Connections > DC > Virtual
Paths > DC-AWS > Paths.

b+ &
"

P2
|

Note

The Virtual Path is used across the AMI WAN interface to push software and configuration
updates to the SD-WAN AMI instead of via direct connection to the Mgmt. interface.

Private IP addresses must be defined on the EC2 WAN Network Interface for every WAN
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Link IP in the Configuration Editor. This can be accomplished by defining one or more Sec-

ondary Private IPs for the Network Interface as necessary.
Important

Recall the assigned mapping in the AWS EC2 dashboard assigning Mgmt. to ethO, LAN to
ethl and WAN as eth2

Amazon reservices the first four IP addresses and the last IP address in each subnet CIDR
block and cannot be assigned to an instance. For example, in a subnet with CIDR block
192.168.100.0/24, the following five IP addresses are reserved:

192.168.100.0: Network address

192.168.100.1: Reserved by AWS for the VPC router

192.168.100.2: Reserved by AWS for the DNS server

192.168.100.3: Reserved by AWS for future use

192.168.100.255: Network broadcast address, which is not supported in a VPC

4. Save and Export the newly created SD-WAN configuration and export to the Change Manage-

ment Inbox.
onfiguration 3 Virual WaEN > Chamge Management
Upload and Verify Files ©
Chanae Preparaticn This stép allows you to upload Citrix Virtual WAN Applance toftwane 1o the MCM. To wenty a
partsculsr configuraticn withaut proceeding, tedect the file from the drop-down ménu and
chck Vierify.

When you are neady 1o move o the Applance Stagmng tep, deck Next

Upload Bem: -
Valid fle types: targe
U 1-ZTD-AWSBR. efg " Softwares Current
. Cleas Inkas Modelsh CEBAWS
Uploading fileizh: ch-ww CRAWS_ 9.1 2264argz
Verify Clear Changes Meext —

5. Navigate to the MCN Change Management and run through the change management process
to push the latest configuration to the SD-WAN environment informing all existing SD-WAN
nodes of the newly added AWS node and the subnets (virtual interfaces) associated with it.
Make sure to upload the software package specific to VPX in the Change Preparation step that
matches the current software used by the existing SD-WAN environment.

6. From the Change Management page, download the package generated specifically for the new
AWS node using the active link.
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7. Navigate back to the SD-WAN SE AMI’s management interface using the assigned EIP for the
Mgmt. interface.

8. Navigate to Configuration > System Maintenance > Local Change Management.

9. Click Choose File to browse and Upload the active AWS software/config package recently down-
loaded.

10. After successful Local Change Management, the web interface must auto-refresh with the lat-
est installed software, with the Virtual WAN Service still disabled.

2% Citrix NetScaler SD-WAN AWS-100-5E e =5 Lagout

Daskhboard Maonitorimg Configuration

System Status

AWS
T92.168.102.11
8.1.2. 26561201
45

11. On the SD-WAN SE AMI section, navigate to Configuration > Virtual WAN Enable/Dis-
able/Purge Flows and enable the service using the Enable button.

12. Upon successful connectivity on the WAN interface, the SD-WAN reports Good Path State on the
Monitoring > Statistics > Paths page.

=% Citrix NetScaler SD-WAN AWS-100-5E

Mum From Link o Link Fath State Wirtual Path Servios State WVirtual Path Service Type BOWT Jittow fm] | Lowa 't kbpy

g 8 5 8
g 6 5 o
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Troubleshooting

The correct private Internet Web Gateway (IWG) IP must be used in the SD-WAN Access Interface con-

figuration
« If an incorrect IWG is used in the Configuration Editor to define the WAN Link for the AWS Site

(Virtual IP Address and the correct Gateway) then Virtual Path fails to establish.
« A quick way to check if the IWG is incorrectly configured is to check the SD-WAN ARP table.

2 Citrix NetScaler SD-WAN AWS-100-5E mot Logout

Dashboard Momitoring Conliguration

Statisthcs. b Statistics

Statistiss

KEPsec ARP . — 5 v

ARP Statistics

Ay column

Mum Interface VLAN IF Al MAL Addr Sate Reply AgeimS)

SD-WAN built in Packet Capture tool can help confirm proper packet flow

1. Navigate to the Configuration > System Maintenance > Diagnostic page of the SD-WMA AMI.
2. Select the Packet Capture tab, and set the following settings, then click Capture:
« Interfaces: To capture on eth2 which was associated with the WAN interface.

3. The capture output on the webpage must show the UDP probe packets leaving the SD-WAN SE
AMI with the WAN VIP / Private IP as the source, with a destination of the Static Public IPs used
for the MCN, also the returning UDP packet with the source of the MCN Static Public IP and the
destination of the local VIP/Private IP (which was NAT’d by the IWG).

Note

This can typically occur when an IP address is created outside of the CIDR block assigned to the
VPC.
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% Citrix NetScaler SD-WAN AWS-100-SE

Packet Capture

1000

Gathering Requested Data

NOTE

+ From 10.2.6 and 11.0.3 release onwards, it is mandatory to change the default admin user
account password while provisioning any SD-WAN appliance or deploying a new SD-WAN
SE VPX. This change is enforced using both CLI and Ul.

+ Asystem maintenance account - CBVWSSH, exists for development and debugging and has
no external login permissions. The account can only be accessed through a regular admin-
istrative user’s CLI session.

Deploy Citrix SD-WAN Standard Edition Instance on Azure - Release
Version 10.2 and above

July 12,2021

Citrix SD-WAN Standard Edition for Azure logically bonds multiple network links into a single secure
logical virtual path. The solution enables organizations to use connections from different service
providersincluding Broadband, MPLS, 4G/LTE, Satellite, and point-to-point links to get high resiliency
virtual WAN paths. Citrix SD-WAN for Azure enables organizations to have a direct secure connection
from each branch to the applications hosted in Azure eliminating the need to backhaul cloud bound
traffic through a data center. Some of the benefits of using Citrix SD-WAN in Azure are:

« Create direct connections from every location to Azure.
« Ensure an always on connection to Azure.

+ Extend your secure perimeter to the cloud.

« Evolve to a simple, easy to manage branch network.
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Note

Earlier, 128 virtual paths were supported in Azure. With 11.2 release onwards, 256 virtual parts
are supported with SD-WAN SE in Azure.

Topology - SD-WAN in Azure

Citrix SD-WAN Standard Edition can only be deployed in Gateway deployment mode in Azure. A Public
IP address (Static/Dynamic) is assigned to the WAN facing interface of SD-WAN and one public IP is
assigned to the management interface to access the management interface in Azure.

SD-WAN in Azure

Detailed Azure Cloud Topology

Wl Microsoft Azure

—_——
oD e \
[172.16.00/24)
leamssmessseerse-—— - —ssssssssmmssssms-——=
'
1] "F“‘I
**%) Lan3
[172.16.4.0/24) < u)rz.xa;m:.:. <‘°'> Lanz —
Y . |A7T216.4.0/24) :]
.
- SOWAN et Windows Server
A Azure Router .
16.3.4/24 L

Use case

An Azure VM is deployed within a specified region and can be connected to multiple branch locations
through MPLS, Internet, or 4G/LTE. Within a Virtual Network (VNET) infrastructure, SD-WAN Standard
Edition VM is deployed in Gateway mode. The VNET has routes towards the Azure Gateway. The SD-
WAN instance has a route towards the Azure Gateway for internet connectivity.

Connectivity between Data Center, Branch, and Cloud is achieved by using different transports meth-
ods utilizing multiple WAN paths simultaneously.
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SD-WAN in Azure

Typical Data Center, Cloud, and Branch Topology

Primary Data Centear

SD-WAN deployed in
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To deploy Citrix SD-WAN standard edition in Microsoft Azure

----- Virtualized Wide Area Network

1. In a web browser, type https://portal.azure.com/. Log into Microsoft Azure account. Search for

Citrix SD-WAN Standard Edition.

Clogamice = W] Gpan = Print [l Bam P Fiall S i 10 st DCOUSLE

Wingkowt Powsprlihe!

Microsoft Azure

Work or school. or personal Microscft account

B Microsoft

2. In the search results window, choose the following solution. Click create after going through

the description and making sure the solution chosen is correct.
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= Microsoft Azure A Search resources, services, and docs (G+/) FE Qo & ?2 &
Home >

Marketplace

Private Marketpl

rivate Marketplace [ citrix SD-WAN Standard x Pricing : All X Operating System : All XX Publisher Type : All. X Offer Type : All X
Favorit i

avorites () Azure benefit eligible only © Publisher name : All X

Recently created
Showing results for 'Citrix SD-WAN Standard'. You have more results in the Private Offers tab
Service Providers

Showing 1 to 2 of 2 results.
Private Offers

Categories @

Get Started C|l}’|‘>< SD-WAN Standard Cn}nAx SD-WAN Standard
Edition 10.2.9 Edition 11.2.3
Al + Machine Learning Citrix Citrix
Analytics Azure Application Azure Application
Citrix SD-WAN Standard Edition Citrix SD-WAN Standard Edition
Blockchain 1029 1123
Compute
Containers
Price varies Price varies
Databases
Create v < Create \/ <&
Developer Tools
DevOps
Identity

Home > Marketplace >

Citrix SD-WAN Standard Edition =

Citrix

Citrix SD-WAN Standard Edition © Add to Favorites
C”-”)'( i 0.0 (0 ratings)

Overview  Plans  Usage Information + Support Reviews

Citrix SD-WAN Standard Edition for Azure logically bonds multiple network links into a single secure logical virtual path. The solution enables organisations to leverage variety
of connections from different service providers including Broadband, MPLS, 4G/LTE, Satellite and point to point links to get high resiliency virtual WAN paths. These virtual
paths seamlessly aggregate bandwidth capacities across multiple links and deliver consistent user experience even if some of the member links go down or suffer degradation.
This is enabled by the per-packet load balancing and monitoring capabilities of SD-WAN. SD-WAN for Azure enables organisations to have a direct high quality secure
connection from each branch to the applications hosted in Azure eliminating the need to backhaul cloud bound traffic through a data center. Some of the benefits of using
SD-WAN in Azure are:

3. After you click Create, a wizard prompting for details necessary to create the virtual machine
in Azure appears. In the first step, choose the resource group in which you like to deploy the
solution. Aresource group is a container that holds related resources for an Azure solution. The
resource group can include all the resources for the solution, or only those resources that you
want to manage as a group. You can decide how you want to allocate resources to resource
groups based on your deployment. Some important points to consider when defining your re-
source group are:

If one resource, such as a database server must exist on a different deployment cycle, then
it can be in another resource group.

Each resource can only exist in one resource group.

You can add or remove a resource to another resource group at any time.
+ You can move a resource from one resource group to another resource group
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+ Aresource group can contain resources that reside in different regions.

+ Aresource group can be used to scope access control for administrative actions.

+ Aresource can interact with resources in other resource groups. This interaction is com-
mon when the two resources are related but do not share lifecycle (for example, web apps
connecting to a database).

In the following image, choose Create New.

Under Location, choose the region in which you want to deploy the solution. When creat-
ing a resource group, you must provide a location for that resource group. The resource
group stores metadata about the resources that you are creating. Therefore, when you
specify a location for the resource group, you are specifying where that metadata is stored.

Home > Marketplace > Citrix SD-WAN Standard Edition

Create Citrix SD-WAN Standard Edition

Basics  General settings SDWAMN Settings Review + create

Project details

Select the subscription to manage deployed resources and costs. Use resource groups like folders to organize and
manage all your resources.

Subscription ® (D) R |

Resource group = (1) hd |

Create new

Instance details A resource group is a container that holds related

Region * @ resources for an Azure solution. >

MName *

[ sDWAN_VPX_Azure] ]

Mext : General settings >

Note

Azure mandates creating a resource inside either a new resource group or an empty re-
source group, you won’t be able to deploy the SD-WAN instance in a non-empty resource
group.
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4. Provide a name for the Virtual Machine. Choose a user name and strong password. The pass-
word must consist of an upper case letter, special character and must be more than nine charac-
ters. Click OK. This password is required to log in to the management interface of the instance.

Note

You cannot provision the instance with the user name admin as it is a reserved name. How-
ever, to get admin access after provisioning the instance, use admin as the user name and
the password created while provisioning the instance. If you use the user name created
while provisioning the instance, you get read only access.

Home > Marketplace > Citrix SD-WAN Standard Edition

Create Citrix SD-WAN Standard Edition

Basics General settings ~ SDWAN Settings Review + create

Virtual Machine name * (0 | ctxsdwanazurevm vy

HA Deployment Mode () (O Enabled
@} Disabled

Username * () | testuser v ‘
Password * @ | /‘
Confirm password * (1) | o | @ Password and confirmation fields must match

| <Previous | | Next:SDWAN Settings> |

5. Choose the instance in which you want to run the image. Choose the instance type depending
on your requirement as shown in the following.

+ Instance type D3_V2 for max uni-directional throughput of 200 Mbps with 16 max virtual
paths/branches.

« Instance type D4_V2 for max uni-directional throughput of 500 Mbps with 16 max virtual
paths/branches.

+ Instance type F8 standard for max uni-directional throughput of 1 Gbps with 64 max virtual
paths/branches.

« Instance type F16 standard for max uni-directional throughput of 1 Gbps with 128 max
virtual paths/branches.
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Home > M Salect a VM size

Create
2 Search by VM size... Display cost : Monthly
Basics Showing 4 VM sizes. Subscription: NSDev SDWAN CA thavamani rajan@citrix.com
Virtual machk VM Size Ty Family Ty vCPUs Ty
' Non-premium storage VM sizes
D3_v2 General purpose 4
Configure v
D4 w2 General purpose 8
Virtual netw o
> Previous generation sizes
Manangeme
LAN subnet
WAN subne!
AUX subnet
Route table
Route Addre

RAM (GiB) : All

Region: Central US

Premium storage is recommended for most workloads

Current size: Standard_D3_v2

Learn more about VM sizes

Temp storage (GiB) T.

200

400

Prices presented are estimates in your local currency that include Azure infrastructure applicable software costs, as well as any discounts for the subscription and location.
m Final charges will appear in your local currency in cost analysis and billing views. If you purchased Azure services through a reseller, contact your reseller for full pricing

6. From Citrix SD-WAN 11.0.3 release onwards, by default 120 GB of OS Disk Size is allocated. If

necessary, you can modify the disk size to a value between 40 GB to 999 GB.

= Microsoft Azure P Search resources, services, and docs (G+/)

Home > Citrix SD-WAN Standard Edition (preview) >

Create Citrix SD-WAN Standard Edition

Basics  General settings SDWAN Settings ~ Review + create

1x Standard D3 v2
4 vepus, 14 GB memory

Virtual machine size * ©

Change size

0S Disk Size(GB) * © [120 |
Configure virtual networks

Virtual network * © l (new) vnet v |

Create new

Manangement subnet * © l (new) snet-mgmt (10.4.0.0/24) v I
LAN subnet * © ‘ (new) snet-lan (10.4.1.0/24) v I
WAN subnet * © l (new) snet-wan (10.4.2.0/24) v I
AUX subnet * © l (new) snet-aux (10.4.3.0/24) v |
Route table name * © l SdWanHaRoute I

Route Address Prefix * O ‘

[ | <Previous | | Next:Review + create >

F o & 7?2 O

7. Create a new Virtual Network (VNET) or use an existing VNET. It is the most critical step for de-

ployment as this step chooses the subnets to be assigned to the interfaces of the SD-WAN VPX

VM.
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(I | <Previous | [ Next:Review + create > |

Home > Marketplace > Citrix SD-WAN Standard Edition >

Create Citrix SD-WAN Standard Edition

Basics  General settings

Virtual machine size * @

0 Disk Size(GB) * @

Configure virtual networks

Virtual network * ©

Management subnet *
LAN subnet * ©
WAN subnet * O

AUX subnet * ®

Route table name * ©

Route Address Prefix * ©

SDWAN Settings ~ Review + create

1x Standard D3 v2
4 vepus, 14 GB memory
Change size

[120

I (new) vnet

Create new

[ (new) snet-mgmt (103.0.0/24)

[ (new) snet-lan (103.1.0/24)

‘ (new) snet-wan (10.3.2.0/24)

[ (new snet-aux (10.3.3.0/24)

[ sdwanHaRoute

[00000

Create virtual network X

The Microsoft Azure Virtual Network service enables Azure resources to securely communicate with each other in a virtual network which is a
logical isolation of the Azure cloud dedicated to your subscription. You can connect virtual networks to other virtual networks, or your on-
premises network. Learn more

Name * | ynet

AADDRESS SPACE

The virtual network's address space, specified as one or more address prefixes in CIDR notation (e.g. 192.168.1.0/24).

Address range Addresses
10.3.0.0/16 10.3.0.0 - 10.3.255.255 (65536 addresses)
SUBNETS

The subnet's address range in CIDR notation. It must be contained by the address space of the virtual network.

Subnet name Address range Addresses

snet-mgmt 10.3.0.0/24 10.3.00 - 10.3.0.255 (256 addresses)
snet-lan 103.1.0/24 10.3.1.0 - 103.1.255 (256 addresses)
snet-wan 10.3.2.0/24 10.32.0 - 10.3.2.255 (256 addresses)
snet-aux 10.33.0/24 10.33.0 - 10.3.3.255 (256 addresses)

8. You can assign the required subnets to each of the interfaces in the VM. The ordering for assign-
ing subnets is Management, LAN, WAN, and AUX respectively. Choose as required and click OK.
In the following image, you are assigning the subnets to each of the interfaces.

NIC

Associated network

NICO
NIC1
NIC 2

(default)

Management subnet
LAN subnet
WAN subnet

9. Click Review+Create and ensure the validation is passed.
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Home > Marketplace > Citrix SD-WAN Standard Edition

Create Citrix SD-WAN Standard Edition X

@ validation Passed

PRODUCT DETAILS

Citrix SD-WAN Standard Edition
by Citrix
Terms of use | Privacy policy

TERMS

By clicking "Create”, | (a) agree to the legal terms and privacy statement(s) associated with the Marketplace offering(s)
listed above; (b) authorize Microsoft to bill my current payment method for the fees associated with the offering(s), with
the same billing frequency as my Azure subscription; and (c) agree that Microsoft may share my contact, usage and
transactional information with the provider(s) of the offering(s) for support, billing and other transactional activities.
Microsoft does not provide rights for third-party offerings. See the Azure Marketplace Terms for additional details

Basics

Subscription NSDev SDWAN CA thavamani.rajan@citrix.com
Resource group SDWAN_VPX_Azure

Region Central US

General settings

Virtual Machine name ctxsdwanazurevm
HA Deployment Mode Disabled
Username testuser

m < Previous Download a template for automation

The deployment starts and you can view the status in the notifications section.

10. You can get more details of your deployment by going to the resource group in which you are
creating the deployment.
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Create a resource
Home
Dashboard
All sevices
FAVORITES
All resources
%) Resource groups
& App Services
% Function Apps
= SQL databases
& Azure Cosmos DB
8 virtual machines
4 Load balancers
B8 Storage accounts
Virtual networks
@ Azure Active Directory
© Monitor
@ Advisor

@ Security Center

© Cost Management + Billing

& Help + support

11. After provisioning, a public IP address for the management interface

Home > Recent > sdwan-vpx0

«

NAME

®

sdwan-vpx0
sdwan-10.2-template-ha-test

sdwcvm

B vpxstorageaccount747546

sdwan-vpxl

sdwan-10.2-template-ha-test

sdwcvm

5 vpxstorageaccount747546

)

sdwcvm_OsDisk_1_41c0f05d6af6.
dert-ha

102-singletemplate-vw

X

sdwan-vpx0

Virtual m;

& Overview
B Activity log
% Access control (IAM)

@ Tags

X Diagnose and solve proble...

Settings
2 Networking
£ Disks

@ Size

O Security

T Extensions

@ Continuous delivery (Previe...

Settings
2 Networking
£ Disks

@ Size

O Security

T Extensions

@ Continuous delivery (Previe...

8 Availability set

& Configuration
Identity
Properties

& Locks

2 Automation script

Operations
® Auto-shutdown

& Backup

& Disaster recovery
Update management
2 Inventory

% Change tracking

Public IP address to access the SD-WAN GUI.

Home

Virtual machines

K2 sdwanorchup

Virtual machine

I Search (Cmd+/)

B overview

& Activity log

A Access control (IAM)

@ Tags

ﬁ Diagnose and solve problems

Settings

& Networking
& Connect
8 Disks

B Size

@ Security

& Connect

D Start

«

> Connect P> S

@ Restart

o Sop

¥ Capure M Delete O Refresh

Resource group (change)
sdwan_ext_int_Ib

Status.
Running

Location
Australia East

Subscription (change)

Subscription ID

Tags (change)
Click here to add tags

Computer name
sdwan-vpx0

Operating system
Linux

Size

Standard DS3 v2 (4 vepus, 14 GB memory)

Public IP address
4082.220249

Virtual network/subnet
vnet01/subnet_mgmt
DNS name

Configure

show data for last: [N 6hours | 12hours | 1day | 7days | 30das |

CPU (average)

Dis Read Bytes (sum)
sdvanpO

0:

Capture

Disk Wit Bytes (sum)
savanp0

182.451

Delete

() Refresh

< Network (total)

> Disk operations/sec (average)

0

[J open in mobile

0 Advisor (1 of 2): Management ports of virtual machines should be protected with just-in-time network access control =

. Essentials

Resource group (change)
test1121

Status

Location

East US

Stopped (deallocated)

Subscription (change)

Subscription ID

Tags (change)

Click here to add tags

Operating system
Linux

Size

Ll

DiskRed Operations.. | Disk Wiite Operation.
scnanp0. a0

3.39,

is auto created. Use the

Standard D3 v2 (4 vcpus, 14 GiB memory)

Public IP address
13.68.197.31

Virtual network/subnet
vnet/snet-mgmt

DNS name

Configure

12. To get admin access to the instance, use admin as the user name and the password created in

the first step.
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2% Citrix SD-WAN VPX-100-SE

Dashboard

System Status

Name Branch1-Secondary
Mode! VPX

BASE

Client

1 months, 1 weeks, 1 days, 21 hours, 34 minutes, 33.4 seconds

1 months, 1 weeks, 1 days, 21 hours, 27 minutes, 49.2 seconds.

Routing Domain Enabled: Default_ RoutingDemain

High Availability Status

Active
Standby
ived: 0 seconds age

Local Versions.

On: Fri Dec 14 14:18:57 2018

Dec 14 2018 at 10:44:59

VPX
46

Virtual Path Service Status

Virtusl Path DC-MCN-Branch1 Uptime: 1 months, 1 weeks, 20 hours, 3 minutes, 12.2 seconds.

13. After you log into the GUI, notice that the virtual service is disabled because SD-WAN on Azure
works on a BYOL (Bring Your Own License) model. Apply the license through the licensing tab,
if you have the license already or order a new one by going to Citrix store.

2% Citrix SD-WAN VPX-100-SE

Net Flow State: Licensed

. Local

App Flow/IPFIX
221202840029
Shme vioow
NITRO AP 8W): 100 Mbps
Licensing Retail
st Sun Dec 100:00:00 2019
+ Virtual WAN

Mon Dec 2 00:00:00 2019

+ System Maintenance

Upload License for this Appliance

Local License Server HostID: 22120a8d00a9

Choose File | No file chosen Upload and Instai

14. Afterthelicenseisapplied, you can apply configuration to the appliance and use it like any other
branch. For more information on configuring the appliance, refer to: SD-WAN licensing

Internet breakout for Azure MCN

To configure internet breakout for Azure MCN:

1. Inthe MCN appliance configure DHCP IP on the WAN interface with Public IP configured for the
WAN link.

2. Configure Internet service on the MCN.
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3. Add an Outbound Dynamic port restricted NAT with the inside service as Internet.

4. Add a firewall policy on the MCN to allow Azure load balancer health probes on port number
500.

5. Add another load balancing rule on the Azure external load balancer for TCP on port number 80,
with direct server return disabled.

Protocol
(@) TCP () uDP

Port *

[0 l

Backend port * (O
[ 80 |

Backend pool

| sdwan-ext-backendpool (2 virtual machines) bl |

Health probe
| sdwan-ext-tcprobe (TCP:500) et |

Session persistence ()

| None e |

Idle timeout (minutes) (&

O a |

TCP reset
'! Disabled O Enabled

Floating IP (direct server return)
(LD Enabled )

Create implicit outbound rules ()
(®) Yes O No

6. Onthe end client machine that must breakout to the internet, set the route next hop IP address
to the Internal Load Balancer private IP address. The load balancer IP is configured as LAN VIP
in the MCN.

Troubleshooting

1. Issue: After loggingin to a freshly provisioned Citrix SD-WAN VM created using the Azure deploy-
ment template for 11.2.3, the Ul displays the following warning message:
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Disk usage for the Active 0S partition usage is at 70%

2% Citrix SD-WAN VPX-10-SE SDWAN

ition is at 70%.

contact Citrix Support.

Resolution: Azure subscriptions can have a few default extensions enabled for security pur-
poses. When an image is freshly created, waagent installs these plug-ins in the default path
which increases the Active OS partition usage. Upgrading the software to Citrix SD-WAN 11.3 or
later releases removes the warning message from the Ul.

2. Issue: When logged into Citrix SD-WAN Ul using the user name from the Azure deployment tem-
plate, you get logged in as a read-only user. You can only view configuration and cannot modify
any settings on the VM.

Resolution: If you use the user name created while provisioning the instance, you get read-only
access. To get admin access after provisioning the instance, use admin as the user name and
the password created while provisioning the instance.

Limitations - Microsoft Azure VMs

+ After a VM is created and booted in Azure, the interfaces cannot be added or deleted. The VM
profile (RAM/HD/CPUs) can be changed.

+ Routes are added in the Virtual WAN configuration file directing all Virtual WAN data traffic com-
ing from the WAN to the Client/Server LAN Subnet.

Microsoft Azure supports only gateway mode for deployments. For more information about gateway
mode, see gateway mode.

Citrix SD-WAN Standard Edition Virtual Appliance (VPX) high availability
Support for AWS

December 4, 2020

The following procedure describes how to deploy SD-WAN virtual (VPX) appliances in high-availability
mode on the AWS cloud.

Points to consider when deploying SD-WAN VPX high availability appliances in the AWS Cloud.
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. AWS does not support GARP (Generic Attribute Registration Protocol), VLAN or L2 related func-

tionality, such as promiscuous mode and bridging. This is because two VMs belonging to differ-
ent customers can be scheduled on the same host sharing NICs.

2. L2 requires the switch appliance to be configured and these are not exposed to AWS users.

3. SD-WAN appliance high availability model depends on GARP. When failover occurs, the new pri-

© N o WU

10.

mary appliance sends GARPS out for VIP addresses.

AWS takes a new approach for high availability failover. A new concept of ENI (Elastic Network
Interface) isintroduced. ENlis an entity which stands for Network Interface which has attributes
like the IP address, MAC address, Security Group, and Port Rules.

You can move ENIs from active or inactive Instance to another active or inactive Instance.

The Instance must be capable to handling the hot plug of interfaces.

Each Instance type has limitations on the number of ENIs associated and number of IPs per ENI.
AWS design for high availability failover involves Instances communicating with the external
server to call Query APl AWS servers.

The AWS servers are traditional HTTP servers. A request is sent from an instance to the Query
API server to get or post information regarding an Instance/subnet/VPC or any other attribute
on the AWS.

For the cloud platform setup, the shared base MAC address configuration isignored and has no
significance.

Deploy Citrix SD-WAN standard edition VPX in high availability mode using cloud
template

For more information,refer to the EBS best practices and Must-know best practices for Amazon EBS

encryption

+ For defining Security groups the policy must look like the following:

- Outbound: Allow All traffic

- Inbound:

- SSH from all IP addresses / subnets from where management IP will be accessed.

- All traffic from your AWS VPCs (private IPs)

- All traffic from the WAN side public IPs of Citrix SD-WAN peer appliances hosted on prem
orin cloud.
From 11.3 release onwards, Citrix SD-WAN has introduced support for the M5 and C5 in-
stances. The newer AWS regions such as Hong Kong and Paris only support M5 and C5
instances.

The M5 and C5 instances have improved hardware performance and are designed for higher demand-

ing workloads. The M5 and C5 instances deliver better price/performance than the M4 instances on a

per-core basis.
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NOTE

« The M5 and C5 instances are supported from a fresh provision of 11.3 and higher version
only. To keep usingthe M5 and C5 instances, you cannot downgrade from 11.3 version since
the M5 and C5 instances are not supported on any firmware version prior to 11.3 release.

+ Instances provisioned with 10.2.4/11.2.1 versions, AMIs cannot change their instance type
to M5/C5.

Deploy SD-WAN standard edition VPX in high availability mode using cloud template

SD-WAN high availability solution template is published in the AWS marketplace, you can subscribe

and use the CloudFormation template to deploy the HA setup.

Prerequisites

Before launching the CloudFormation template, you need to have VPC, subnets, route tables created
for Management, LAN, and WAN network. To create and define the subnets and route tables (if not
created), refer Installing SD-WAN VPX Standard Edition AMI on AWS topic.

To deploy SD-WAN standard edition VPX in high availability mode using cloud template:

1. Go to AWS marketplace and click Pricing tab. Select the Region from the drop-down list and
specify the Fulfillment Option as High Availability Mode deployment. Click Continue to Sub-

scribe.

o aws marketplace

Categories ~

Solutions ~ ‘Your Saved List

citr)x

Delivery Methods ~ Migration Mapping Assistant

Pricing Information

Citrix SD-WAN Standard Edition, Customer Licensed

Partners  Sell in AWS Marketplace

| Continue to Subscribe I
Reviews

Use this tool to estimate the software and infrastructure costs based on your configuration choices. Your usage and costs might be different from this estimate. They

will be reflected on your monthly AWS billing reports.

Estimating your costs

hoo: region and fulfillment option to see the pricing details. Ther
modify the estimated price by choosing different instance types
Region

LS West (Qregon)
Fulfillment Option The table shows current software and infrastructure pricing for services hosted in US

Waest (Oregon). Additional taxes or fees may apply
High Availability Mode deployment
Citrix SD-WAN Standard Edition, Customer Licensed
Software Pricing Details EC2 Instance type Sof tware/hr EC2/hr Totalfhr
Citrix SD-WAN Standard Edition, $0 /hr > mdlarge 50 s0.10 $0.10
Customer Licensed R
md.xlarge 0 $0.20 $0.20
Infrastructure Pricing Details md.2xlarge & e ai & an
2. Click Continue to Configuration
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CiTRIX Eiizgi:ssez-WAN Standard Edition, Customer -
L
Prod Detail Subscribe

Subscribe to this software

You are already subscribed to this product. Please see the terms and pricing details below or click the button
above to configure your software.

Terms and Conditions
Citrix Systems, Inc, Offer

Product Effective Date Expiration Date Action

Citrix SD-WAN Standard Edition, Customer Licensed 3/28/2016 N/A w Show Details

3. Specify Fulfillment Option as CloudFormation Template and High Availability Mode De-
ployment from the drop-down list. Select Region and click Continue to Launch.

ciTRI * Citrix SD-WAN Standard Edition, Customer T —
H Licensed

contiguration. Your actual charges tor

ement period may differ from

- 5 his ectimate
Fulfillment Option s esnmare
CloudFormation Template v (RS Scnics Temoats Software Pricing
L rmation lempls Deploy a complete solution configuration using a Citrix SO-WAN Standard S0/hr
CloudFormation template Edition, Customer
) o Licensed LSS
High Availability Mode deployment v i 2x

Software Version
Whats in This Version

Citrix SD-WAN Standard Edition, Customer Licensed

Learn more

Region

US West (Oregon) ¥

4, Choose action as Launch CloudFormation in the launch software window and click Launch.
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[ ]
Citrix SD-WAN Standard Edition, Customer
CITR!X Licensed

Launch this software

Review your configuration and choose how you wish to launch the software.

Configuration Details

Fulfillment Option High Availability Mode deployment

Citrix SD-WAN Standard Edition, Customer Licensed
Software Version 10.1.0.151

Region US West (Oregan)

Usage Instructions

Choose Action

Choase this action to Launch your canfiguration thraugh the AWS
CloudFormation console

Launch CloudFormation

5. In the Create Stack window, the predefined $3 template URL appears during the CloudFor-
mation. Click Next.

@ CloudFormation ~  Stacks » Creale Stack

Create stack

| Select Tamplate Select Template
Specily Details
Options Select the template that describes the: stack that you want to create. A siack | a group of related resources that you manage as a single unit
Review
Design a template  Use AWS CloudFormation Designer 10 create of modify an existing lemplate. Leam more.

Design template

Choose a tamplate A termplate is a JSONIYAML-formatted text flle that describes your stack’s resources and their properties. Learn more

Select 3 sample template

Upload a template to Amazon 53
Choose File Mo file chosen

® Specify an Amazon 53 template URL

[u";.-, 53, aMazonaws.comansmp-iulfiiment-cf-templates-prodi2 1 --'zvenrr]'-‘ ew/Edit template in Designer

6. Specify a Stack name in the Specify Details section.
Specify Details

Specify a stack name and parameter values. You can use or change the default parameter values, which are defined in the AWS CloudFormation template. Learn more

Stack name

7. Configure Virtual Private Network Configuration. Fill in the following parameter details:

« VPCID: Provide the virtual private cloud ID.

+ Remote SSH CIDRIP: Provide the IP address range that can SSH to the EC2 instance (port
22).

© 1999-2021 Citrix Systems, Inc. All rights reserved. 304



Citrix SD-WAN Platforms

Note
It is recommended to allow SSH only from the known IP addresses.

+ Remote HTTP CIDR IP: Provide the IP address range that can HTTP to the EC2 instance
(port80).

+ Remote HTTPS CIDR IP: Provide the IP address range that can HTTPS to the EC2 instance
(port 443).

+ Key Pair: Provide a name of an existing EC2 KeyPair to enable SSH access to the instances.
Parameters
Virtual Private Network Configuration

VPCID -

Vpcld of your existing Virtual Private Cloud (VPC)

Remote S5H CIDR IP The IP address range that can SSH to the EC2 instance (port: 22)
Remote HTTP CIDR IP 0.0.0.0/0 The IP address range that can HTTP to the EC2 instance (port: 80)
Remote HTTPS CIDR IP 0.0.0.0/0 The IP address range that can HTTPS to the EC2 instance (port: 443)

Key Pair -

MName of an existing EC2 KeyPair to enable SSH access to the instances

8. Configure Network Interfaces which must be attached to the instances created. Note that the
Primary IPs are for the primary instance of the high availability pair and Secondary IPs are con-
figured for the secondary instance of the high availability pair.

Network Interface Configuration

Management Subnetwork -
E of an ] anagement IP
Primary Management IP Private IP assigned to the Management ENI of Primary Instance. Last octet has to be between d 254. Leave ampl automatic assig
Secondary Management IF Private IP assigned to the Management ENI of Secondary Instance. Last octet has to be between 5 and 254. Leave emply for automatic assignment.
LAN Subnetwork -
Subnefid of an existing subnet in your Virtusl Private Cloud (VPC) dedicated for LAN side
Primary LAN IP Prval Primary Instance. L L LI o aEomatic a: nt
secondary LAN IF Private IP assigned to the LAN ENI of Secondary Instance. Last octet has to be between 5 and 254. Leave ampty for automatic assignment.
WAN Subnetwork -
Subnetid of an exsting subnet in your Virtual Private Cloud (VPC) dedicated for WAN side
Primary WAN IF Frivale IP assigns i Prien L C [ e B
Secondary WAN IP Frivale [P assigned to the WAN ENI of Secondary Instance. Last octet has ta be between 5 and 254, Leave empty for automalic assignment
HA Subnetwork -
Ik ting al VPC) dedicated for HA side

Primary HA IP Priva

Secondary HA IP Frivate IP assigned to the HA ENI of Secondary Instance. Last octet has to be batwean 5 and 254. Leave emply for automatic assignment.
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9. Configure other Parameters such as Instant Type and Tenancy Type and click Next.

Other parameters
Instant Type

Tenancy Type

NOTE

If any validations fail, AWS notifies you and would not let you proceed until the errors are
resolved.

10. Set Tags. These tags are AWS-specific options which are user configurable.
Options
Tags
You can specify tags (key-value pairs) for resources in your stack. You can add up to 50 unique key-value pairs for each stack. Learn mare

Key Value

11. Configuring the IAM role is not recommended. This is already created by the customized 1AM
role, which is done through the Cloud Formation template.

Permissions

You can choose an IAM role that CloudFormation uses to create, modify, or delete resources in the stack. If you don’t choose a role, CloudFormation uses the permissions defined in your account. Leam more.

IAMRole | Choose a role (optional

Enter role am

12. After clicking next, Review the template and acknowledge the custom IAM role which has been
created by Cloud Formation template. Proceed with Create.

Capabilities

O et

ving resource(s) require capabilities: [AWS::IAM:Role]

nagement (IAM) resources that might provide entities acoess 1o make changes 1o your AWS account. Check that you wan! 1o create each of these resources and that they have the

# 1 acknowledge that AWS CloudFormation might create IAM resources.

13. The new stack that you created appears on the Cloud Formation Stacks page. After successful
template upload, Monitor the status of the template.

Stack Name Craated Time status Description

14. Monitor the events of all the resources created by the Cloud Formation template. If there is
any failure, detailed descriptions of events are generated by AWS which helps in debugging the
issue. The Events appear as follows:
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15. After successful stack creation, the status of the template appears as Create_Complete.

16. Navigate from AWS console to Services > EC2 > Instances. You can see two instances SDWAN-
Primary and SDWANSecondary instances created, up and running with Elastic IPs associated
with the instances.

@ e z iz v e
& z - : .

17. Select SDWANPrimary instance. You can notice all the resources rightly assigned to the in-
stance, Security groups, Elastic IP, IAM role, and four Network Interfaces. Failed to create any
high availability functionality might not work as expected.

18. Similarly select SDWANSecondary instance and verify the above resources.

Secondary floating IPs for LAN and WAN links

You need a secondary floating IPs for LAN and WAN links for the high availability to work. Once the
stack is created, assign new secondary private IPs to the LAN and WAN interfaces of the active EC2
instance. These secondary configured IPs are used while configuring virtual IP addresses in VPX.

Perform the following procedure to attach the secondary LAN IPs to the active instance:

Note

Once the HA solution is deployed, we have to assign secondary floating IP only to the primary

instance.

1. Navigate to Services > EC2 > Instances.
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Name = Instance ID + Instance Type ~ Availability Zone ~ Instance State - Status Checks - Alarm Status
@  SDWANPrimary H021e3031513150400  m4. 2ularge us-west-2a @ running @ 22checks... None

SDWANSecondary 04a65bf3b 1090820

Sai_men 082¢56d3405¢24b1b SIS G b

Interfa

Attachment Owner

Attachment Status

achment Time

Delete on Terminate

Private IP Address

FVNEUIN LA U DL
Security groups  AWSha-SecurityGroup- 1UBR] Public

fules. view outbound rules SourceDest. Check

Scheduled events  No sche

AMIID  CBVPX_hwm_s

abric Adapier
Platform

Public DNS (IPv4) *  IPv4 Public IP
54 6917 247
3420815833

35.160.209.218

TULANLL £, IEVULILEES, IV 1TV

2. Navigate to Services > EC2 > Network interfaces and select the LAN/WAN Elastic Network In-

terfaces (ENI) of the primary instance.

Create Network Interface Detach Actions

Ly search eni-037ebe859ff510e1a

B Name = Network interface ID

| ] eni-087ebed50ff510e1a PGO3 1190, . us-west-2a AWSha-SecuntyGr

mination

rity Groups

Network Interface: eni-087ebe958ff510e1a

Details Flow Logs Tags

1] * Zone = Security groups -

A o %
[>] 1to10f1

Description =  Instance ID * Sh

ENI connected +021e3d3151315040d o

MNetwork inferface 1D en-08Tebe9591510e1a Subnet 1D subnet-Oe3bdT72cbadlaadd

VPCID  vpc-0693119b63bcTc2ee Availability Zone  us-west-2a

MAC addrass

3. Assign new secondary IP.

528 Description  ENI connected fo LAN subnet
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Manage IP Addresses X

You can assign and unassign IPv4 and IPv6 IP addresses on each network interface. Leave the
IP address field blank and an available address will be assigned or enter an IP address that you
want to assign.

To add or edit an IPv4 public IP Allocate an Elastic IP to this instance or network interface.

¥ eth1: eni-087ebe959ff510e1a - ENI connected to LAN subnet - 10.200.2.0/24

IPv4 Addresses

Private IP Public IP

10.200.2.248

Assign new IP

[ Allow reassignment (i

Cancel

4. Click Yes, Update.

Manage IP Addresses X

To add or edit an IPv4 public IP Allocate an Elastic IP to this instance or network interface.

¥ eth1: eni-087ebe959ff510e1a - ENI connected to LAN subnet - 10.200.2.0/24

IPv4 Addresses

Private IP Public IP

10.200.2.248

Auto-assign Undo

Assign new IP

¥ Allow reassignment (i

Are you sure you want to perform the following changes:
- 1 unspecified private IP addresses will be assigned to eni-087ebe959ff510e1a

Cancel ERGEY HEIE

© 1999-2021 Citrix Systems, Inc. All rights reserved. 309



Citrix SD-WAN Platforms

5. Similarly create secondary private IP for the WAN interface as well.

Public IP on WAN link

A public IP required on the WAN link to communicate with the external world. Perform the following

steps to associate elastic IP to the WAN ENI interface:

1. Navigate to Addresses > Allocate new address.

Addresses > Allocate new address

Allocate new

Allocate a new Elastic IP address by selecting the scope in which It will be used

Scope

IPv4 address pool ®  Amazon pool
Owned by me

" Required

2. Select the elastic IP created, and click Action > Associate address and associate the public to

the secondary private WAN IP which we just created.

Addresses > Associate address

Associate address
Select the Instance OR network interface to which you want to assoclate this Elastic IP address (52.24.210.69)

Resource type Instance [i]
®  Network interface

Metwork interface  eni-0177ed58730400e7c - C
Private IP 10.200.3.175 ~C o6

Reassociation ¥ Allow Elastic IP to be reassociated if already attached €

AN T

If you assoclate an Elastic IP address with your Instance, your cument public IP address Is released. Learn more

* Required

3. Verify final interfaces and IPs are expected as below:

+ Primary Instance:

nstance state  running

Availability zone

Security groups 1UBRTSLTGUATL view inbound

Schaduled event:

AMIID

Platiorm

w27

1AM role

Krv nairname 5@

IPvd Public [P 54 6017 247

PvB IPs -
Private DNS -

Private IPs

Secondary privats IPs

VPC ID
Subnet ID sub

Network interfaces  eth(

Sourceldest chack  False

THT3 Unbimited -
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« Secondary Instance:

Instance stale  nEmnng Pl Public IP [p—
Instance ypa il Priag Pt 1P
Elwsiic 5 S48 T 248 Prreaie (NS

Avaiateity rone s Proate 1Ps 102004102, 19.200.2 249, 10.200 1 224, 10.200.1.97

Spounty groups AUBATILTGUATL e inbound Socondary prvaio 1P
Scheduled evenls  No schedulsd svents VPCID  wpc-063311506830c Tedee (Sa_branch
AMIID CEVFX owan_131_ami-2 11427910704 108- e Subne! 1D subned 0e9345633C MFE100 (Sa_branch_mgmi
ST 865 G- OciScach MS0docha 4 jami
a1 B | 30
Puatioem Mohwor imertaces  eind
i
wind
&
LAM iole  AWSha CineNodesinslanceioe-F MRHL TWVCOWIT SoUICRAdEE] Check Faks

Now the instance provisioning is completed. Configuring SD-WAN high availability appliance is
almost similar to configuring standalone appliance. Differences are listed below:

+ While creating LAN and WAN Virtual IP interfaces, specify the secondary private IPs created.
And for the high availability virtual IP interface, specify a dummy IP in the high availability
network.

Configuration > Vital WAN > Gonfiguraton Ector - esk_xen.men_branchia

B : 3 4 s 6 7 & FaloBlocky | Trusted v

VLANS  +
VLAN ID - hud ® Aasdres:

0 10.200.2.171/724
B B : 4 s 6 7 & FaloBoks| Unusedr

VLANS 4

® Address / P

[ 10.200.3.17524

B 1+ 2B s 5 6 7 &  FalioBlockv | Untrusted v

VLANS 4

o U 10.200.4.127/24

B2 =

+ Enable high availability and specify the high availability interface IPs of the active and sec-
ondary instance.
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Configuration Editor - basic_xen_men_branchha

View Site:  pranch1 v 4 Sie D site o ste ?
@ Enable High Availability
< e Mote: Below options Disable Shared Base MAC, Shared Base MAC, Swap Primary/Secondary,

Primary Reclaim and HA Fail-to-Wire Mode options are Not Supported on cloud platforms.

Virtual IP A
VRRP

DH

WAN Links
Certificates

| High Availability

E E3Vian0 (0) ¥ | 10.200.4.101 10.200.4.95 B

Revers

You can verify the high availability status.

High Availability Status
Local Appliance: Active

Peer Appliance: Standby
Last Update Received: 0 seconds ago

Local Versions

Configuration Created On: Fri May 10 11:47:53 2019

Software Version: 10.1.0.151.699829

Built On: Jul 31 2018 at 21:12:18
Hardware Version: VPXL

OS Partition Version 4.6

Virtual Path Service Status

Virtual Path MCN1-branch1 Uptime: 39 minutes, 16.0 seconds.

How to configure high availability Fail-Over for any SD-WAN instance running on AWS

Set up high availability peers with one high availability peer with three or more ENls, and 1 high avail-
ability peer with an equal number of ENIs. In both Peers, the first ENI is dedicated to Management.
One high availability peer owns all Traffic ENIs. During a Failover, the traffic ENIs move from the failing
instance to the new Primary instance.

For example, it can take up to or more than 20 secs to move two traffic ENIs. AWS do not have SLAs
on API response and you cannot have one for high availability fail-over time.
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Note

The AWS design has a limitation of instances dependent on the AWS servers to respond for attach

and detach. The fail-over time is unpredictable.

Configuration steps

1. Acquire information about your high availability Peer Instance about information on the num-

ber of ENIs associated and details of ENIs associated using the REST API.
Detect the condition of the failing instance.

Call Detach of ENIs from failing instance using REST APIs.

Ensure all ENIs associated are detached.

Attach ENIs to the current Primary instance.

Ensure All ENIs are attached.

Trigger upper layers to detect that new ENIs are in place.

N ok~ e

AWS VPC

(AWS Availability Zone 1)
SD-WAN [Active)

VIP [LAN LINK) VIP (WAN LINK)

HA VIP

LAN SUBNET HA Subnet WAN

RACP Protocol

HA VIP

— -

SD-WAN (Stand by )
[AWS Availability Zone 1)
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After Failover :

AWS VPC

(AWS Availability Zone 1)
SD-WAN (Standby)

VIP (LAN LINK) Dummy VIP [WAN LINK) Dummy

After Failover :

HA VIP
1. Detach ENI from standby 1. Detach ENI from standby
2. Attach ENI to Active HA Subnet 2, Attach ENI to Active
3. Vice=versa RACP Protocaol 3. Vice—versa
HA VIP
VIP (LAN LINK) VIP (WAN LINK)
SD-WAN [Active)

(AWS Avallabllity Zone 1)

How to configure SD-WAN VPX-SE in a single AWS Virtual Private Cloud (VPC) Subnet or
between regions with Public WAN link IP address

In AWS VPC, for an active SD-WAN instance, another high available SD-WAN instance running in the
same VPC is released.

1. The links configured are the same between active and stand-by SD-WAN appliances.

2. For AWS, you can create a subnet and a dedicated link for the RACP protocol to communicate

between the SD-WAN appliances.
3. Inthe SD-WAN GUI, configure the following:

Create an interface group. Name it as high availability-LINK. Add the interface used for
high availability.

Create a Virtual IP address for the Interface group.

In High Availability Node, Enable high availability and add control Virtual IPs which the
RACP protocol uses for communication. Ensure that the IP addresses are same as the con-
figured IP addressed while creating network interfaces in AWS.

Perform Change Management and download the active configuration for the stand-by SD-
WAN appliance.

After applying configuration through local change management on the stand-by SD-WAN
appliance, you will see heartbeats exchanged between active and stand-by SD-WAN high
availability appliances.

When failover occurs, you see SD-WAN appliance transitioning from stand-by to active
modes and/or conversely without any configuration loss.
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Note

1. AWS supports high availability mode with features such as Elastic Load balancing and auto-
scaling where the challenge is to sync configuration within the SD-WAN appliances. In this
deployment, you apply the existing RACP protocol for efficient high availability.

2. Both MCN and branch site appliances can be made available in the cloud environment.

Deploy Citrix SD-WAN on AWS Outposts

November 17, 2020

AWS Outposts is a fully managed service that offers the AWS infrastructure, AWS services, APIs, and
tools to virtually any data center, co-location space, or on-premises facility for a consistent hybrid
cloud experience. AWS services such as compute, storage, database, and other services run locally on
Outposts, and you can access the full range of AWS services available in the Region to build, manage,
and scale your on-premises applications using familiar AWS services and tools.

With the addition of AWS Outposts to the AWS offering, Citrix SD-WAN customers now can use Citrix
SD-WAN’s hybrid-cloud solution to easily connect AWS Outposts instances to their existing WAN infras-
tructure. With this integration customers will be able to manage SD-WAN connectivity from branches
to the

AWS cloud and Outposts using Citrix SD-WAN management tools.

« ABYOL license for Citrix SD-WAN VPX

+ Minimum 40 GB storage for VPX and minimum 200 GB for VPX-L configuration

« Availability of m5 & ¢5 instances

+ A couple of elastic IPs (for WAN interface and management interface respectively)

NOTE

You might choose not to host the management interface over a public IP.
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Solution validation topology/network architecture

A
WWW

<\

/.‘r -
\- [
Ve ) | e=n
- ﬂ INTERNET / VIR AWS Outposts Citrix SD-WAN
\ , 5

Branch Ofice 1 "
% =

T 5:! —— 4G/LTE MCN in Outposts
Citrix SD-WAN 210
Home Branch
.- SD-WAN Overlay Virtual Path between /.-' m
Home Branch 210 to MCN Outposts VM ap C:F
SD-WAN Overlay Virtual Path between |
Branch Outposts VM to MCN Qutposts VM - E"‘
AWS Outposts Citrix SD-WAN —

SD-WAN Overlay Virtual Path between Branch in Outposts
Home Branch 210 to Branch Outposts VM

(Either as a Static Virtual PATH or a Dynamic Virtual Path)

Internet Breakout Service on the Outposts MCN

Below is the step-by-step configuration guide to provision an SD-WAN appliance in AWS Outposts.

Prerequisites

1. Loginto the Outposts AWS Account.
2. Have access to the Citrix SD-WAN AMI from the market place of AWS Outposts.

NOte

All the snapshots of AWS Outpost console provided in the configuration guide are done with the
new console launched by AWS and may not be looking exactly the same, if a legacy Ul is selected.

Creation of VPC on Outposts for Citrix SD-WAN appliance (VPXL type)

1. Provide a CIDR block for the AWS Outpost VPC. For this configuration we use a CIDR of
192.168.100.0/22.

2. Leave all other attributes as default.

3. Provide the tag names as necessary to identify the appliance from the instance list for future.

© 1999-2021 Citrix Systems, Inc. All rights reserved. 316



Citrix SD-WAN Platforms

VPC settings

4. Verify that the VPC s created and the IPv4 CIDR details are updated and a VPC ID is obtained for

the resource created.

5. The status should be associated.

c o ‘ vpc-04f8d18a72ef9c3a9 / Citrix_Outpost_ SDWAN

VIRTUAL PRIVATE Details wi
cLOUD

Pud CIDR
192.168.100.0/22

1Pv4 CIDRS oo

3
2

aor

SECURTTY
192.168.100.0/22 D Associated

IP¥6 CIDRS ine

VIRTUAL PRIVATE

6. Once the VPCis created, the VPC list should show up the new VPC created with the CIDR details
in the Your VPCs section of VPC AWS outposts service.
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Select & VPC above

Creation of Internet Gateway and associate to VPC (Internet access for WAN and
MANAGEMENT Interface of SD-WAN)

The Internet Gateway is created for the SD-WAN VPC to ensure that we have the management con-
nectivity over the Internet and also for the WAN Link of the SD-WAN appliance to be able to form the
virtual path over the Internet (Since the Azure instance hosts an Internet link)

+ We create a single Internet Gateway instance for the VPC using “Internet Gateways” section of
the VPC AWS Outpost service.

+ Click Create Internet Gateway.

Create the Internet Gateway for the VPC

Internet gateways (2) i C | [ aciom |
1

@ Attache e 4T S T4 . 116668991109

© Aitache vpebSdThoc) | etl-rackiS-pc (DO K 138668991109

B EE

« The Internet gateway is just a resource creation and has nothing special to be configured. If
needed, ensure to configure the name tag and the relevant resource tags to search for the re-
source among the IGW’s in the list in future.
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+ Click Create Internet gateway.

Internat gateway settings

Name tag

Citrin_Outpasts_lnternet_GW

Tags - optional

.............

Once the Internet Gateway is created, associate the Internet gateway to a specific VPC we just created.

+ Click the IGW resource and in the actions field select Attach to VPC.

aws orves ¥

Pl (© The foliowing istemet gateway was created: igw-DS9b073E14ecscchY . You can now attach £5 3 VPC to enable the VFC (0 communicate with the inbermet.
Q ! igw-099b073614ececcB1 / Citrix_Outposts_Internet_GW

VIRTUAL PRIVATE Details i

Qoun

[ O V16668991109

.......

+ Once the attach to VPCis clicked, select the VPC we created in step 1 which is for the SD-WAN.
« Click the Available VPC’s drop-down list and select the SD-WAN VPC created.

« Click Attach Internet Gateway.

Associate the VPC to the Internet Gateway

Attach to VPC (igw-099b073614ececc81) w-

VPC
Available VPCs

wpe-D4I8d 187209339 - Citrix_Outpost_SDWAN
# AWS Command Line Inerface comemand

vpc-04#8d 18T 2edtcdad - Citrix_ Outpost SDWAN
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FAN cuspost shaved o § oo raced ¥

@ Intemet gateway iw-095607361ececrB successfully attached 1o vpo-04#8d1 87 2efSc 52

Qseed ‘  igw-099b073614ececc81 / Citrix_Outposts_Internet_GW Autiens ®

VIRTUAL PRIVATE Details e
CLOUD

9 igw-CFIROTIE decwccB @ Arache vpe-D41B18a7 2019340 | Ctrix_Orutpost_SDWAN O 116668991109

Creation of LAN, WAN and MGMT Subnets for Citrix SD-WAN VPXL appliance

The SD-WAN standalone appliance hosts 3 Interfaces in general.

1. Management Interface
2. LAN Interface
3. WAN Interface

The order of association of the interfaces also are important and the first interface that is associated
is the management, followed by LAN and then the WAN subnet.

Management subnet

« Click Subnets under VPC
« Click Create subnet

1m2of2

Name Subnet ID + st VPC W4 CIDR Avalable IPvd - IPvE CIDR Availability Zone - Availability Zone ID - Network Border Gr - Route tabie

« In the subnet creation window, select the VPC created for SD-WAN as in step 1 and associate.

« Select any availability zone of your choice.

+ Provide the management interface a subnet prefix from the VPC CIDR.

+ Forthisconfiguration guide, the managementinterface will be configured with 192.168.102.0/24.
+ Click create.
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LAN subnet
1. Inthe subnet creation window, select the VPC created for SD-WAN as in step 1 and associate.
2. Select any availability zone of your choice.
3. Provide the LAN interface a subnet prefix from the VPC CIDR.
4. For this configuration guide, the LAN interface will be configured with 192.168.100.0/24.

5. Click Create.

Availability Zone  s-west-2a - 0

VPCCIDRs  myng status. Status Reason

1PvA CIOR Bloek' | 102 168 100024 o
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WAN subnet

1. Inthe subnet creation window, select the VPC created for SD-WAN as in step 1 and associate.

N

. Select any availability zone of your choice.
3. Provide the LAN interface a subnet prefix from the VPC CIDR.
4. For this configuration guide, the WAN interface will be configured with 192.168.101.0/24.

5. Click Create.

P oiost sharec-cvin § oa-acd) ¥

Define route tables for the LAN/WAN/MGMT Subnet

Route tables are helpful to signify routing for each subnet and we need to create the route tables for
Management and WAN table so that the Internet access and the other related routes can be configured
with the Internet Gateway configured.

Management subnet route table

« Click Route tables under VPC.

« Click create route table.

+ Select the VPC created for SD-WAN in step 1.
« Click Create.
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1. Create the Management route table.

PR o5 snaracs e @ ctracid @

L ]

103013

2. Associate the VPC to the management Route Table.

Add Tag 40 remaining

The next step is to associate the route table to the Management subnet created.

+ Select the Management route table from the list.

« Click the Actions drop-down list.

+ Select Edit Subnet associations.

+ Associatethe Management Subnet to the route table which hoststhe [P 192.168.102.0/24.

3. Edit Subnet Associations for management Route Table.

PO o avea cos  on aces

o % @

1o dord

Name

UAL PRIVAT
T ® i owposs | povsraaosmcrasse : " O | TeseswRIOD
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PR oot snwced-cove @ o0 190k0) ¥

Associate d subnets sl bnet-088adbe8s0a28164

Subnet 10 1Pva CIDR IPVE CIDR Currant Routs Table

B Subnet.0RSaILERO0ADSE | CA_Dulposts SOVAN_MGMT 102,168,102 Main

4. Add Routes for management Subnet (Default via IGW).
Next step is to add the route to the management to reach the Internet for public Access.

+ Select the management route table.
+ Click Edit routes.
» Provide a new DEFAULT route 0.0.0.0/0 via the IGW instance we created in step 2.

« Save Routes.

o % @
Ttodord

Explicit subnet associatic  Edge associat tions Main vPeID owner

€LOUD rcTatde SUbNE1.DOSHIIEBINATENS Ho

PR ccpuss sharnd-cive @ c8-racs ¥

Destination Target status Propagated

o T

Define route tables for the WAN subnet

1. Create the Route table for WAN Interface

« Click Route tables under VPC.
« Click create route table.
+ Select the VPC created for SD-WAN in step 1.
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« Click create.

PO ot sharsc-cive @ sbencind ¥

Hame tag  Cirin_Outposts SDWAN W

Add Tag

o CCIITTITITED o v

@ The following Route Tabie was created:

Route Table 1D rib-OidcHE56a:

=
3. Edit Subnet Associations for WAN Route Table.

The next step is to associate the route table to the WAN subnet created.

«+ Select the WAN route table from the list.
« Click the Actions drop-down list.

« Select Edit Subnet associations.
+ Associate the WAN Subnet to the route table which hosts the IP 192.168.101.0/24.

PN oot shaactis @ atacios v SRR

mmmmm

“ Explict subnet associatio  Edge associations Main vee 1o

VIRTUAL PRIVATE
cLouD
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Route table r1o-0iccE5506a205¢ 3 (Ciri_Outposts_SDWAN_WAN_RT

A86ciated suBREts  SUDNOL.OOCISLSDENSOICTE

(-]
1iodeld
SuBnetID 1PV4 CIDR = IPvE CIDR Current Route Table
- ubret DE0K 954508 3l | Chrin_Ouiposts_SDWAN_WAN 192 168 101 Main

4. Add Routes for WAN Subnet (Default via IGW).

Next step is to add the route to the WAN to reach the Internet for public Access.

« Select the WAN route table.
« Click Edit routes.

+ Provide a new DEFAULT route 0.0.0.0/0 via the IGW instance we created in step 2.
» Save Routes.

VIRTUAL PRIVATE . . SN 0850 BR0ATHED 2

cLoun P

B caix_Outposts_SOWAN_WAN_RT R0-OcE5585a2050 34 ‘subnet-050c05 48080503 e o
2ibbecsa y

o CEETETTIEED o v

AN ctpost shared-cives @ oF-raca03 ¥

@ Routes successfully edited

Define route tables for the LAN subnet

1. Create the Route table for LAN Interface

« Click Route tables under VPC.

« Click create route table.

+ Select the VPC created for SD-WAN in step 1.
« Click create.
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N cpcsi-snaea cans @ $012003 ¥

e Warihck )

o O T

[Glows]
3. Edit Subnet Associations for LAN Route Table.
The next step is to associate the route table to the LAN subnet created.

« Select the WAN route table from the list.
« Click the Actions drop-down list.

« Select Edit Subnet associations.
«+ Associate the LAN Subnet to the route table which hosts the IP 192.168.100.0/24.

o & @
1tokels

ubnet associatio  Edge associa tions main VPC 1D Cwner
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PR ovcost snarsc-civ @ b rackdd ¥ gon ¥

Route table rib-DeBaB0d146dac 4920 (CA_Oulposts SCWAN_LAN_RT

Associated subnets  subnet-07IceScleddieddod

@ subnet-07X 408644002 | Citrt_Outposts_ SOVAN_LAN 192 168 100

- Reuires —...

Outpost AMI Instance Provisioning/Deployment
Launch AMI Instance (Private)

1. Choose the Private AMI by uploading the shared AMI into outposts (If not published in Market-

place yet).

Step 1: Choose an Amazon Machine Image (AMI)

A CEVPX_fvm_SOWAN-POC-1.3.0-38 - ami-01cabi27531 62664 m
i ANPOC-1 3098 _

~ Ownership

~ Roct device type

2. Select the right type of instance (VPXL - M5.2xlarge).

Step 2: Choose an Instance Type

mS Ziiarge 8 3z EBS ony Yes Up 1o 10 Gigabit Yes

Previous NeXt Configure Instance Details

+ Configure the Instance Details like the VPC network, Subnet.
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Select the VPC created for the instance in the Network.

Select the MGMT subnet as the primary interface.

+ Provide a custom Private IP as well for the management interface in the bottom of the
instance details page.

Select Enabled for Auto assign public IP.

Step 3: Configure Instance Details

@  Nodefault subnet found x

o | previows | ([T e s o

Theoughput
MBS i

Velume Type (i Device Snapahot | Sioe (G48) (i velume Type (i 1085 (i Celate on Termination (|| Encryptien (|

cancer | provious [ RIIY . s oge

4. Add relevant tags for instance search/indexing later.
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Step 5: Add Tags

Rt anothar tag

o s | ETIIIY s conegurs securmy v

5. Define the relevant Security Group for the instance.

& ven ¥ Sugpan ¥
Step 6: Configure Security Group
A seciiiy group s sel of frew - your Inslance. O Bus poge, you ¢an 54 rudss I 380w Specii tra 10 reach your inslane. For exampss, I . . e
# and HTTPS pars. You ¢ . Laaem s 500 Az "
ASSIgNn a security group:
Security group name;
Descnption; p E8 and
Tree Protocel Part Range Source | Descripion |
1ce a
A cup )
HTTF ToP L]
)
e~ o Pont (]
Add Rule
&

6. Summary of the Network Security Group of the Citrix SD-WAN Outpost Instance.

o CEETTETITTENTED com v Supe v

Step 7: Review Instance Launch

= AMI Details

Echt AM
CEVPH_hym_SOWAN-POC-11,.0-38 - ami-010a0626753162084

= Instance Type Edit i !
instance Type L vePUs Memery (i) Instanse Starage (O8) AR S-Optimited Availal bie Hetwork Perfermances
P10 10 Gigat
- !
s
Be an
e (0 Protesal (| PortRange (| Soures (| Bescription |

7. Download the Keypair for the instance launch via SSH for later use.
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Soloct an existing key pair or create a new Key pair

vy pair name
[can_Cutpoats_SEVRs_a_BE_Haypas

T e e
P E——

8. Initiate the LAUNCH of the instance.

Opning Citrin Cnaposts STWAN VM SE Keypar pem
Wons harew chosen B0 Open:
| Orix Outpasts SOWAN VM SE Keypair perm
which s Tt Document
BOM: I/ us - wast- 2 Lonsole s amasoncom
Wihat shauld Firefox do with thes file?
1 D weth | Nosepad (efaull)
5 File
Cloe

wore 0
o agan aftes s covaled

Launch Status

@ Your instances are now kaunching
The e e v i g

@  Get notified of estimated charges
g et 5 gt your A 1 you define (for exampie. I you esteed B fee usage ber)

How 1o connect 1o your instances
Your anct & may take 8 i ey ng state. when ey wil be ready for yOU B0 Use. Uage ROUTS o YU New Istances wh start immedialesy and Conn 10 3CCTue st you SI0p of Berminae your instances
- ¥ ot Crce ye In e running state. Instances scrmen. Find cul how B2 connect §o your instances

= Hare are some helplul rescurces 1o gel you started

» Horw o coarmsec I your Linus inslance * Amaron TC2 Uset Guide
= Liarm Aot AAVS Fro Usage Ter * Amaron EC2 Drscusson F e

P DU tares ane lne g rou can slss

o Crnate stalus Ehock alsrms o be et shaduis hcks
o poral 11 viskames (ADGHINA Charges may APty
o MRS SSCUITY QI

9. Verify the Instance status and its health check in the EX2 Dashboard post launch.

e e ) (o] (s + | NI

Events v

. 1
. [ ¢ ®
Uit [ search: Aunning X Clear filters
¥ Instances Hame ¥ Iestance ID Insance state ¥ bastance type ¥ Status check Alarm Status Availability zene ¥ Public IPvADNS ¥ PubliciPvd.. ¥
Invtances e Carin ' OS24 BaEHBIETAS @ Rurnting mSa 2ularge @ 12 chacks .. o alwms + us-west-2a - 54.202.155.194
Instance Types < I 2
Lanarch Toenpletes D8 ®
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(G Welsome 10 the s instamirs sngrienc

Instances (1/1) i C [ amen « | NN

1 L]
[ — Cloae fitters
¥ [t 8 Neme [— Iostance type Status check Mo Strts Awsiability ssne Public 1P DS Public 1Pt
B Cor Outposts SDWAN_VM_Standsions 24TERE24L38T4S mSa Zuarge © 212 check Moslams + wmtia 54202155184 o
< >
B E 8
¥ Instance summary bste .

( +05a24TBa614b3AT4S (Cnris_Outposts SDWAN_VM_Stancalone) 0 54200155194 | open addvess [ O wssawzn

© ey O 5 192-168-102-11 n-west-Lcompute imerma
¥ Images ance Type .

mSa Jutarge P o= .
" st Block Store

" Inctance detalls tute

9 LimafUND [ ami-01eaBERET53 1654 disabled

¥ Netwark L Security

&

(D Welcome to the new instances experies

®
We're redesigning the ECZ conanle 1 and the new console. use the Hew EC2 Experience toggle above the ravigation panel. Well release updates continuousty based on customer feedback
i) O] [ aeiom + | R
a 1 ®
[T y—— Clase flters
¥ Instances B | New v iestanceld instancestate v lstance type Status check MsemStatus  Avallabilltyzone v PublicvADNS v PubliciPul
: B Ot Outposts_SOWAN VM Standatees @ Running maierge ©® 272 chedks [P - 021550 v
ocn Types < >
EEE
instance: F05324782624b38745 (it Outpasts_SOWAN_VM_Standalone) =
Detalls | Securlty Storige | StabusChecks | Momitodng | Togs
¥ Networking details nts
Publi Boed acdeess Privata v ackirersa

O S4202155194 | ope (] [= RETRTTRTERA] o e

¥ Images

3 ip- 1921681021 ars-wwest- compute

* Elastic Block Store

Creation of LAN/WAN Network Interfaces and Association
LAN Network Interface

1. Create the LAN Network Interface.

Actions Ao e e
a (] 116l

. tame Hotweek intnrf «  Subnet K0 ) Tonw Secusity growss Desciiption [re— - Suma WA PublicIP - Primary privan=  Secasdary private P 1PV 1Py

[ o QlchBeld . wboel- ek o OSSN uvwstda Gt Primary natwer TS @ e SAIISHI  NRIGEI0E T

¥ Images

* Elastic Black Store

Beatwork Intartace: eniOieliiBatdoiaedan mEpA -
¥ Load Balancing Oeais  Fowlogs  Tags

2. Associate the Subnet related to LAN Interface.

© 1999-2021 Citrix Systems, Inc. All rights reserved. 332



Citrix SD-WAN Platforms

& CETETITTIETED oo -

Description it Outpasts_SOVGAN_LAN_int

Subnat 1D Outpost I}
ool 10 IR0

Add Tag

Fequened

3. Associate a custom LAN Private IP 192.168.100.5 and associate the NSG (Network Security

Group).

aws

Gescripban o
Subner - C0
s prvate b O suioasign @
® Custom
IPwdaddress 192 168100 5
Elastic Fabnie adapter [ | @
Securty groups” | sgelciaazliciatss @
L]
tTto30rs
Gaoup I Group name

Security Group for the Cutposts Girx STWA M 10 skow S5H. WEB and Overtay Pos UDP 4550

W sgOsicasdl.  Ceix_Oupost

WAN Network Interface

[ Looo0
L [7] Tedeld
,
.
LJ_3-}

2. Associate the WAN Subnet to the network interface.
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Elastic Fabric Adapter

Add Tag

3. Provide a private custom WAN IP as 192.168.101.5 and associate the Network Security Group.

- Co

Securtty groups” | sg-Dedc0aazTeesna0sy [

Ttaders

pasts Cirix SIWAS VM 10 allow S5H. WEB and Overlay Post LIDP 4530

Change SOURCE/DEST Check on LAN/WAN/Management Interfaces

Disabling the Source/Dest. Check attribute enables the interface to handle network traffic that is not
destined for the EC2 instance. As the NetScaler SD-WAN AMI acts as a go-between for network traffic,
the Source/Dest. Check attribute must be disabled for proper operation.
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Management Interface disable SRC/DEST check

Spot Aeguests Actions ~ Lo e e

@ < ¢ Tw3ety > ol

Savings Plans
Resirvnd Iz,
Dedicatid Hosts s Hame - Matwerk - Isee + Secwitygrewgs - Deseiiption - Instanco 1D - Stas + WA PublicIP - Primary privab-  Seconda

Scheduled ntances - uswestZn Citris_Outpeits 5D Primary sstwer...  OSaMTEMEHATITES @ inese SAI0IISHEMS  1MEIBEN0ZTY
[ Cotrin_Outposts_S0.. Giror_Cutpast @ wadai . 1921681005

us-west-da Catrix_Outposts_ S0 Cinx_Owtpost @ saiati . 102 168101 §

Capacity Reservations Carix, Outposts_SOVEAN_VId_SE_LANIT 409
Ctrix_Outposts_SOVAN_VA_SE_WANNT o dact
Al
¥ Elastic Block Store.
Volumes
Srapshots
Lificyehe Masager
¥ Network & Secusrity
Security Growgn nee
Elastic 1Py e
Placoment GIoups. s
Ky Pairs s

Bietwerk Interfaces

€ »

Hatwork Intertace: eni-04cH14Berdatedn0 s=0 -

Change Source/Dest. Check X
Network Intertace eni-0aciiBeldimest
Sourceldest. check

O Enavees

W pescied

|

LAN Interface disable SRC/DEST check

Change Source/Dest. Check X

Network interface eni-000cefaneabber 19

Sourceident check L

W pascied
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WAN Interface disable SRC/DEST check

Change Source/Dest, Check X

Hatwork InMertace en-0acOTaM0caRA0d
ur b eheck -
Sourceidest. check

® Duatiea

ot [0

Attach the LAN/WAN Network Interfaces to Outpost Citrix SD-WAN
LAN Interface Association

1. Attach the LAN Network Interface to the SD-WAN.

AR cuspont-shared-citris @ otl-rackDs ¥

D NewEC2 x®
Expesience st conticusnsy b o soack
it = | taes 1) e CAEE] |
Everts
a View details y | @
Togs Connect
s
¥ Inssances B8 Name v lestance 1B Instancestate T bustancetype ¥ Status check Marm Status Avalability sone v § Cretetemelitelomintne . o
Instamces e © Laureh meew ke this -
[ ] Citrix_Outposts_SDWAN_VM_Standaions: 05324 7BIEI4BTETLS ) Rurning m5a Zutange. @ 272 checks Hoalwms + et 2a - LR
Inszance Types < Manage tags ¥
Liunch Templatees Iestance state »
Spot Reguests Instance settings
Savings Plans 3
Resmrved It arces Attach meswork interface Image
Dedicated Hosts v Detach netwerk interface Marstacing »
Scheduled instances Change seureedestination chack
Capaity Reservatiorss
R Manage 1P addresses
EC2 Instances. H05a24TRaB2AbITAS > Attach network interface

Attach network interface o

im0 e vl or g retwork et 307 7 Yo s and then attach thees 15 imanors n yowr VBT
Instance 1D
O -05a24 7Rk AL IATAS (Ciirte_Dutposts SCWAN_VH_Standalone)
Network interface
Saleet & netwerk Inturfsce b sttach in the insiance
eni-OFSoefseealifie 2319 (Citrin_Outposts STWAN_LAN_int) -

A 1 you attach mnother retwork interlace b your instance, your curent public 1P sddes i relessid whis you
eSLart yOUr intance. Liaen mors about pubi 1P addresses [

e [N

WAN Interface Association

1. Attach the WAN Network Interface to the SD-WAN.
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PN oot shared civin @ oni-ackod v JEURIL B

eni-0ac03530ccadfe4b3 (Citris_Outposts_SOWAN_WAN_Int}

& 1 you attach ancther network interface to yo ur current public IP address is neleased when you

restart your intance. Learn more about public

et [

Note

Attaching the Mgmt, LAN, and WAN in that order attaches to eth0, eth1, eth2 in the SD-WAN AMI.
This aligns with the mapping of the provisioned AMI and ensures that interfaces are not reas-

signed incorrectly in the event of AMI reboot.

Create and Associate ELASTIC IPs to MGMT and WAN Interfaces of Outpost Citrix
SD-WAN

Management IP Elastic IP

1. Allocate a new ELASTIC IP for MGMT Interface.

vices ¥

Elastic IP addresses [s]

Hame v Allincated [Pyl add... ¥ Type v Allocation I L Assockated instance 1D Private 1P address ¥ Assoclation 1D
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RN cutgoit shared-Oria @ oll-rckl ¥ wgon ¥ Suppen ¥

Allocate Elastic IP address

&
Elastic P address settings

Network Border Group

Q uwest-2 x

Public 1Py address pool

2. Associate the newly created ELASTIC IP to Management Interface.

The Management Elastic IP is needed for SSH/UI browsing over 80/443 of the Outpost based
Citrix SD-WAN appliance. This makes management simpler.

We will be specifically linking the elastic IP to the Management Network Interface and further
specifically to th private IP associated with the management subnet which is “192.168.102.11".

+ Select Network Interface

+ Select the Management network interface

+ Assign a private IP Address “192.168.102.11”
+ Associate

o CEEINTTENTER oo v Sapen v

EC2
Associate Elastic IP address

Elastic IP address: 44,257,166,146

Resource type
...........

© Network inter face

4 11 pou assodiane an Elastic P address to an instance that almady has an Elastic 1P address associan d, this

previusty associated Elastic 1P addness will be disissociated but stil aliocated 10 your account. Learn more[

Mertwork intee o

O eni- 0464 BefeGeds0 ® c

Privats 1P addeess
| '@ 2810211 ®

Raasssciation

Allw this Elastic IP address to be reassociated
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n network interface eni D4obl4BeldEeds0

Elastic IP addresses (1/1) G | [ awen v | T
L 1 @
Pubslic IPvd address: 44.237,166.146 X Clear flters

B e Aliocated 1Py ad .4 v Alocation 1D OSSP S — sddrem

84.257,166. 146 Pubic 1# #ipatog-050D1BIChIEHTO \-0%a24 789628050745 (2 19216810211 elpavuoc-0085fa0cbasat

WAN Interface Elastic IP

1. Allocate a new ELASTIC IP for WAN Interface

vices ¥

EC2 3 Flastic I addresses

Allocate Elastic IP address

an Ela

Elastic IP address settings
Metwork Border Group

Q uswest-2 x

Fublic 1P address pool

O Amazon's poal of IPv4 addresses

Leam moeel2

Custeamntr evned posl of IPvd addreiias Loam mon (s

o CETTTINTINTED oo v Supar v

& Elastic IP address allocated successtully.
Elastic IP address 52.24,126.172

] S220126.072 Pubiic 18 ipaloc-Ciiic bl Thef 207

2. Associate the newly created ELASTIC IP to WAN Interface.

The WAN Elastic IP is needed for enabling the overlay communication between different sites to
the Outpost based Citrix SD-WAN appliance and have the IP connectivity to the external world.
Thiswould be the Public IP of the WAN Link that we will provide foran MCN or a Branch. ThisIPis
essentially to be known by all the remote appliances/peers to help have an overlay control/data
channel establishment.

We will be specifically linking the elastic IP to the WAN Network Interface and further specifically
to the private IP associated with the WAN subnet which is “192.168.102.11”.
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+ Select Network Interface
« Select the WAN network interface
+ Assign a private IP Address “192.168.101.5”

Associate Elastic IP address

Elastic IP address: 52.24.126.172

o CCETETINTENTER o v S v

[y TT———————
Elastic I address 52.24.126.172 has been assocated with necwork interface eni-0ac03950ctaafosbs

Elastic IP addresses (1/1)

Q

Pubslic IPvd address: 52.24.126.172 X Clear

Public 18

Outpost VPXL SD-WAN VM as an MCN

Access/Configure the Outpost Citrix SD-WAN as an MCN

1. Access MGMT Interface IP.

Note down the elastic IP of the Managementinterfaceand typeinhttps://<elastic_ip_mgmt_interfac
> to access the SD-WAN Ul.

2. Authenticate with admin credentials.
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User name is admin and password is the INSTANCE ID (Highlighted below)

s 12 (G e+ | IR

' @
:”I B e ET— tamcestzte ¥ Istencetype ¥ Statm check MarmStstus  dwallbiliyzone ¥ PubliciPvADNS T PubliciPyd... ¥
Citis_Outpsts_SOWAH_YM 0 safcadTen bt © Torminated e talaege - Woslamms + ywest2e R
- I::I“m [ ] b Outoorts_ SOWALYM Stdeione Fotaurasausia] @ Running e @242 choacks .. Wo alaiws + wwest-2a - 54202155194
3. Make the role of the Outpost Citrix SD-WAN VM as an MCN (Master Control Node)
One Touch Start (]

Appllance Mode : ® MEN ) Chent

Installation Mode :  Existing Package ® Creats Mew Package

(=]

System Status

SOWAN
vPEL
Bast

s 19216800211
11.3.0.38. 862635

L 3]
#CISBE11-TTe8 1342 4ufs- 2b4dOSEITITE
A
T ittt 1 e st e, B, s 10wl it STMMAM. M o i e ittt i fined Ehat e Fot i Ehe virtul machine
MCHN Setup Mext Steps

You have selected MON Mode. The next step is to creste s new network configuration or import an existing network configuration 5o the spplisnce. Both of these actions are completed Shrough the configarstion editor
Editor]

Revert Changes

4. Add a new site for the MCN (Outpost SD-WAN).

Configuration

€ | + Appliance Settings Configueation 3 Vinual WAN 3 Configurntion Editor - Untitled 0

= Virtual WAN
View Ceeifiguration
Configuration Editor
Change Managerment
Change Management Settings
Campare Configurations

Certificate Authentication

Restart/Fieboct Network Ada
EnatieDisabie/Purge Fiaws She Name:
Dynamic Virbual Paths DCMCNOUTPOST

SO-WAN Center Certificats
On-prem S0-WAN Orchestrator d54T36c de5eabdte
+ System Maintenance Mo

VPNL -

premary MCN

5. Configure the Outpost VM (MCN) Network Interface Groups for LAN and WAN.
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_

Configuranon 3 Vernal WAN

Comfiguration Editar - Untitied 0

Mew  Open Seve  Savels Import Export

g Detat Regon v

8 s *

DWS [=]

Certficates Virtual Intertaces

B vensmertscetanis [l 2 3 4 5 6 7 & ma

wusl intetaces 4

Virtualinieriace-LAN

rea——rTatl  EIERERCRER

Wrtualinierisce WAN

Global Actions »

?
a

Fai-to-Block »

<Default> v|o Hone f

Fabso-Black v Tusted v

+ Bridge Pairs 4

<Dalauh> w0 None w o

6. Configure the Outpost VM (MCN) Virtual IP Addresses (VIPs) for LAN and WAN.

Cantiguration

Confguration > Virual WAN 3 Configuration Editer - Untitled 0

New Open. Save  SaveAs Impart . Expart

mm Stoxs mmm

Region: | Defaul_Region + Section: Py v

Sibes| DCMCNOUT .. | = + Ste D sne i see

+
Basic Settings P g
Certralized Licensing
Rowting Domains
Link Aggregaticn Groups
Interface Groups
| Virtual 1P Addiresses
VRRP
DHCR
DhS
Pramy Auto-config settings
WAN Links
Certificates
High Avsilebiity

162168101 524

162, 168100 524

apply EEEETY

Global Actions. w

o ?
a

?

Vimaslintertace-LAN w | Dedauit LAN Zone Trusted  #

etwork DINS Proxy Name

7. Configure the Outpost VM (MCN) WAN Link.

+ DOWNLOAD/UPLOAD capacity definitions on the WAN link.

Configuration

S VAl WAN 3 Configuration Edier - Untitied 0

Add

DCMCNOUTPOST-WL-1

55 Type:
Publc Inbernet w

=
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Configuration

4 Configuraticn Editer - Untitied 0

Nete: ™ type of thes WAN Link 3use automaticaily generated Paths 1o this link to be added or removed

+ Configure the Access Interface and the Gateway IP of the WAN Link.

Contiguration

Configuestion Editor - Untitied O

m m - See— m m

| W Linikes

Citrix SD-WAN 210 as a HOME USER BRANCH SD-WAN
Configure the 210 Citrix SD-WAN as a BRANCH

1. Add a 210 site as a Branch in Client mode.
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WAK 3 Configuration Editer - Untitied 0

Ada

BRZIIHOMECF

[ ... [

2. Configure the 210 HOME OFFICE Branch Network Interface Groups for LAN and WAN.

Canfiguration

Virtual WAN 3 Configuration Editor - Untitied 0

WA Configuration Editer - Untitied 0

new  upen —— mpore. eaport e T4

4. Configure the 210 HOME OFFICE Branch WAN Link.

« DOWNLOAD/UPLOAD capacity definitions on the WAN link.
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WAN 3 Configuration Editar - Umtitied 0

?
Baske Settings %
Mot ! 1 shis WkN Link Path.
BR

+ Configure the Access Interface and the Gateway IP of the WAN Link.

Cantiguration

N 3 Configueation Editor - Untitled 0

New  Open Seve  Saveds Import . Export Global Acions v Y 7

Audit Now
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Perform Change Management and Stage the configuration to the appliances

Darhboard Manitoring Configuration

Details

Active Configuration

Staged Configuration:

Site-Appliance

% Citrix SD-WAN VPXL-10-SE

Dashboard Manitering Canfiguration

Change Management

Change Preparation

SDWAN_Solution_Va v

Clear Changes
Currently Active Currently Staged
Model State

Software Canfig Software Confg

Tratfic Interruption

Customize

Download

Actual — -

figuration Details

Active Configuratian:
Staged Configuration:

Show (25

Site-Appliance

Change Mansgement wh

Change Mansgement

Overview Change Preparation

License

CITRIX LICENSE AGREEMENT

This i & legal agreement (“AGREEMENT | between the end-uzer customer (you'), and the providing Citrix
entity (the applicable providing entity i hereinafer referred to as "CITRIC). Your Location of receipt of
Citrix product (hereinafier FRODUCT ) and software maintenance (hereinafter MAINTENANCE )
determines the providing entity hereunder. Citrix Systems, Inc., a Delaware corparation, licenses the
PRODUCT and provides MAINTEMARCE in the Americas. Citrix Systems Intemnational GmibH, a Swiss
companyy wholly owred by Citrix Systems, Inc., licernes the PRODUCT and provides MAINTEMANCE in
Eurcpe, the Middle East, and Africa. Citrix 5 s Asia Pacific Pty Ltd. licenses the PRODUCT and
provides MAINTENANCE in Asia and the Pacific (excluding Japan). Citrix Systems Japan KK licenses the
PRODUCT and provides MAINTEMANCE in Japan. BY INSTALLING AND/OR USING THE PRODUCT, YOU ARE

AGREEING TO BE BOUND BY THE TERMS OF THIS AGREEMENT. IF YOU DO NOT AGREE T THE TERMS OF THIS

AGREEMENT, DO NOT INSTALL AND/OR USE THE PRODUCT. Nothing contained in any purchase order or any
cther document submitted by you shall in any way medify or add to the terms and canditions contained in
this AGREEMENT.

1. PRODUCT LICENSES.
&, End User Licenses. The PRODUCT 15 made & ble
http: / Fwww citrix_com./buy /licensing/ product htmil. Mot tanding anything set forth in this

ou must accept the license terms before installing the new package.

| sccept the End User License Agresment

Activate the Configuration

Details

ed Configuration:

Change Mansgement

Overview

Step 1 Step 2
Upload Files to MCN Transfer Files to Clients

kng the Activate Staged butt kip 10 the Appliance S er. wh -

Cumremtly Active

Site-Appliance Model  State

Software Contg Software

Curently Staged

Activation eoc
x
‘tage Apphances —
Suminl g
Download
Package

Previous | | Mea| .

Qv
Step 3
Activate Change
Begin -
Customize
Traffic interruption Dawniaad
— — Package
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Verify the Virtual PATH creation

On the Outpost MCN VM

Citrix SD-WAN VPXL-10-SE

Local Versions
11.3.0.90.864938
Sep B 2020 at 23:27:33
VPXAL
54

Virtual Path Service Status

On the 210 HOME Branch

Citrix SD-WAN 210-020-SE

Citrix SD-WAN VPXL-10-5E

Validate Traffic over Virtual PATH between Outpost VM and 210 Branch.
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+ Step 1 - Initiate Ping between the 210 Branch and the Outposts MCN

« Step 2 - Check Flows on both 210 and MCN VM on Upload/Download direction and verify the
SIP, DIP, IP Protocol and the Service used for processing traffic

« Step 3 - Check firewall connection on the Outpost MCN and the 210 for the ICMP traffic between
the 2 sites

Verify that Ping traffic initiated between the 210 Branch and the Outposts MCN is processed via
Virtual Path

- Flows should indicate flows via right service type as Virtual Path

* Check Flows on Outpost MCN - SIP, DIP, IP Protocol should match including Service
as Virtual Path

* Check the pathsin the flow for best path used - Should be one of the best paths in the
list of paths available

- Check flows on the 210 Branch - SIP, DIP, IP Protocol should match including Service as
Virtual Path

* Check the paths in the flow for best path used - Should be one of the best pathsin the
list of paths available

- Check Firewall to check the connection

* Check Firewall on the Outpost MCN should have the connection information with the
Application as ICMP for response. Should have SIP-SPORT (MCN), DIP-DPORT (210)
including Source Service and Dest service as Local and Virtual Path respectively

* Source

* Check Firewall on the 210 Branch should have the connection information with the
Application as ICMP for request. Should have SIP-SPORT (210), DIP-DPORT (MCN) in-
cluding Source Service and Dest service as Local and Virtual Path respectively

Initiate PING from the end laptop t0 192.168.100.5 (LAN side VIP of the Outposts
SD-WAN)

« Command - ping 192.168.100.5

+ Source Ip address of initiating laptop - 192.168.5.160

« This traffic is intended to traverse the Virtual path due to the routing table installed on the
branch with the 192.168.100.0/24 installed as a prefix reachable over VP

Initiate PING from the end laptop t0 192.168.100.5 (LAN side VIP of the SD-WAN)

Verify Flows that the LAN to WAN and WAN to LAN direction entries are seen in both the MCN (Outpost
VM) and the 210 Branch
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Verify FLOWS on the 210 Home Branch
On the Home Branch

LAN to WAN (From Branch towards MCN)

o Source IP-192.168.5.160
o DestIP-192.168.100.5
+ Proto/IPP - ICMP

WAN to LAN (From MCN towards Branch)

o DestIP-192.168.5.160
» SourceIP-192.168.100.5
+ Proto/IPP - ICMP

Citrix SD-WAN 210-020-5E

|||||||||

« Verify that the service used is Virtual Path and the service name is that if between the MCN (Out-
post VM) to the Branch 210

« Also check the path will display the current best path that is taking the ICMP traffic through the
Virtual Path (Which is WL1 on the 210 to the only existing link at the MCN side)

Note

Check the current path in the “Path” Column in the below snapshot.
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Citrix SD-WAN VPXL-10-5E

.....

...................

Verify on the MCN (Outposts VM)
On the MCN Outpost VM side

WAN to LAN (From Branch towards MCN)

* SourcelP-192.168.5.160
o DestIP-192.168.100.5
« Proto/IPP - ICMP

LAN to WAN (From MCN towards Branch)

« DestIP-192.168.5.160
o SourcelIP -192.168.100.5
« Proto/IPP - ICMP

Citrix SD-WAN VPXL-10-SE

« Verify that the service used is Virtual Path and the service name is that if between the MCN (Out-
post VM) to the Branch 210
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« Also check the path will display the current best path that is taking the ICMP traffic through the
Virtual Path (Which is WL1 on the 210 to the only existing link at the MCN side)

Verify Firewall details on the MCN (Outposts VM)

Below details are validated for the flow at the MCN (Outposts VM)

« Application - ICMP

+ Source Service - Virtual PATH (Traffic came via VP from the Branch side)

+ Destination Service - IPHOST (Because we are pinging to the IP of the SD-WAN and is intended
to the device)

« State - Established

For information on support policies, see support and services

Citrix SD-WAN VPXL-10-5E

.......

..........

Verify Firewall details on 210 Home Branch

Below details are validated for the flow at the 210 Branch side.

« Application - ICMP

« Source Service - Local (Initiated from a host behind the 210 Branch)

+ Destination Service - Virtual Path (Because we are pinging to the IP of the SD-WAN and is in-
tended to the device and is carried via Virtual Path)

« State - Established

For information on support policies see support and services
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Citrix 5D-WAN 210-020-5E

......

Firewall Statistics

Firewat

aives | ror [T s e e

Deploy SD-WAN Standard Edition instances in High Availability mode in
Azure - Release Version 10.2 and above

February 10,2021

The Citrix SD-WAN Azure solution deploys Citrix SD-WAN in Edge Gateway Mode as a single instance,
or a cluster pair for High Availability (HA). In an HA deployment, an Azure Load Balancer (ALB) controls
the failover between the WAN interfaces of the Citrix SD-WAN appliances.

You can use the Azure load-balancer (ALB) on the LAN side to control failover on the LAN side of the
SD-WAN appliances. The Citrix SD-WAN Azure solution in HA creates two separate ALBs (each one on
LAN and WAN).

The following diagram illustrates the Citrix SD-WAN Azure HA deployment:
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LAN VIP 1
Heartbeat
Response sen

. =] Internal
B AzurelB o pearipeat-.

LAN Response ..

LAN VIP 2 QMN VIP 2

Standby Secondary
SD-WAN VPX SE

Availability set

Active Primary
SD-WAN VPX SE

WAN VIP 1

HAVIP 1

HAVIPZ -"Wg Heartbeat
Response

Hearibeat
esponse sent

r

External
Azure LB

Virtual Network

v

WAN

The SD-WAN Standard Edition deployment in Azure is required to be deployed in Edge or Gateway

mode deployment where the SD-WAN instance acts as the gateway for the LAN environment. For

more information, see Gateway mode.

How to deploy Citrix SD-WAN

To create Citrix SD-WAN Standard Edition (SE) instance:

1. Search for Citrix SD-WAN in the Azure Marketplace and select Citrix SD-WAN Standard Edition

10.2.X.
Home
Marketplace = x
Private # PREIR 5 Citie 5D-WAN Standard Edition Pricing : All Operating System : All Publisher : All
My Saved List
Racantly croatad Showing All Results
Name Publisher Category
Service Providers
@ Citrix SD-WAN Standard Edition 10.2.5 (preview) Citrix
Categories
e Citrix SD-WAN Standard Edition 11.0.3 (preview) Citrix Networking
Get Started
e Citrix SD-WAN Standard Edition 11.0.3 Citrix Networking
Al + Machine Learning
[ e Citrix SD-WAN Standard Edition 10.2.5 Citrix
2. Click Create button to create the Citrix SD-WAN SE 10.2.X Instance.
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Home > Marketplace >

Citrix SD-WAN Standard Edition 10.2.5 =

x
Citrix

Citrix SD-WAN Standard Edition 10.2.5 « s

Citrix

A Preferred solution

Overview  Plans  Usage Information + Suppert

Citrix SD-WAN is a next-generation WAN Edge solution delivering flexible, automated, and secure connectivity and performance for cloud and virtual applications to ensure
an always-on workspace experience. Quickly add new sites with zero-touch deployment and centrally monitor connections between remote sites and the cloud. SD-WAN

provides an unparalleled experience for mission- and business-critical applications delivered from any location with comprehensive security that protects users, applications,
and data across the branch, network, and cloud. Version 10.2 includes:

Media

SD-WAN: The Best Solution for Virtualized Desktop

D
Redefining the Branc. e

3. Configure Basic settings page and provide the Resource group name with the appropriate Lo-
cation.
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Home > Marketplace > Citrix SD-WAN Standard Edition 10.2.5 >

Create Citrix SD-WAN Standard Edition 10.2.5

Basics  General settings SDWAN Settings Review + create

Project details

Select the subscription to manage deployed resources and costs. Use resource groups like folders to organize and
manage all your resources.

subserption O I v]

Resource group * (3 | v |
Create new
Instance details A resource group is a container that holds related
Region * @ resources for an Azure solution. Ny
Name *
[ sowaN_vPx_HA Jzure |

o e

< Previous Mext : General settings >

Note

To create an instance either a new resource group must be created or the resource group
must be empty to be reused.

4. Name the Virtual Machine, select Enabled for HA Deployment Mode, and create a Username
and Password.
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Home > Marketplace > Citrix SD-WAN Standard Edition 10.2.5 >

Create Citrix SD-WAN Standard Edition 10.2.5

Basics General settings SDWAN Settings Review + create

Virtual Machine name * (&) | sdwanhavm o
HA Deployment Mode (@ @ Enabled

() Disabled
Username * () | testuser v/ |
Password * (3 | e e e /|
Confirm password * (© | - |

| < Previous | | Next : SDWAN Settings >

Note

Use admin as a user name for the provisioned instance with the same password that was
given during provisioning to get the admin access. In the previously mentioned screen-
shot, the provisioned user has the guest privilege.

5. Select the Virtual Machine size based on the requirement.
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Home » M Select a VM size

Create
£ Search by VM si Display cost : Monthly
Basics Showing 4 VM sizes.
Virtual mach VM Size Ty Family Ty vCPUs Ty
' Non-premium storage VM sizes
D3_v2 General purpose 4
Configure v
D4 _v2 General purpose 8
Virtual netw:
/' Previous generation sizes
3] Compute optimized 8
Manangeme
Fl1& Compute optimized 16
LAN subnet
WAN subne
AUX subnet

Subscription: NSDev SDWAN CA thavamani.rajan@citrix.com

wCPUs : All RAM (GiB) : All

Region: Central US
RAM (GiB) T

Premium storage is recommended for most workloads

14 16
28 32
16 32
32 64

5 Add filter

Data disks Ty

Current size: Standard D3 v2

Max IOPS Ty

16x500

32x500

32x500

64x500

Learn more about VM sizes

Temp storage (GiB) Ty

200

400

128

256

Prices presented are estimates in your local currency that include Azure infrastructure applicable software costs, as well as any discounts for the subscription and location.
m Final charges will appear in your local currency in cost analysis and billing views. If you purchased Azure services through a reseller, contact your reseller for full pricing

Home > Citrix SD-WAN Standard Edition 11.0.3 (preview) >

Create Citrix SD-WAN Standard Edition 11.0.3

Basics  General settings ~ SDWAN Settings ~ Review + create

1x Standard D3 v2
4 vepus, 14 GB memory

Virtual machine size * ©

Change size
0S Disk Size(GB) * © [ 120 |
Configure virtual networks
Virtual network * © l (new) vnet v I
Create new
Manangement subnet * © l (new) snet-mgmt (10.4.0.0/24) v I
LAN subnet * © [ (new) snet-lan (10.4.1.0/24) v
WAN subnet * © [ (new) snet-wan (104.2.0/24) v
AUX subnet * © l (new) snet-aux (10.4.3.0/24) v I

Route table name * © l SdWanHaRoute

Route Address Prefix * O ‘

[ | <Previous | | Next:Review + create >

7. Use an existing VNet in the location specified or create a new.

6. From Citrix SD-WAN 11.0.3 release, by default 120 GB of OS Disk Size is allocated. If necessary,
you can modify the disk size to a value between 40 GB to 999 GB.

Microsoft Azure P Search resources, services, and docs (G+/)
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Home > Marketplace » Citrix SD-WAN Standard Editicn

Create Citrix SD-WAN Standard

Create virtual network P

The Microsoft Azure Virtual Network service enables Azure resources to securely communicate with each other in & virtual network which is a
lagical isolation of the Azure cloud dedicated to your subscription. You can connect virtual netwarks to other virtual networks, or your on-
Basics  General settings SDWAN Settings Revie  premises network. Learn more
S— Mame * | ynet

Virtual machine size * @ 1x Standard D}

4vepus, 14 GB1 appress space

Change size § :
g The virtual network's address space, specified as one or mare address prefives in CIDR notation (e.g. 192.166,1.0/24),

05 Disk Size(GB) * () [1z0 Addross range Addresses
Configure virtual networis 103.0016 10.3.0.0 - 10.3.255.255 (55536 addresses)
Virtual netwark = (0 | [new) vnet SUBNETS
Create new The subnet's address range in CIDR notation. It must be contained by the address space of the virtual network.
M. * 0 et
anagement subinet * (5 | (new) snet-mgn Subnet name Address range Addresses
LAN subnet * © [T — 10.3.00/24 10.3.00 - 10.30.255 (256 addresses)
WAN subnet ¥ (0 (new) snet-wan snet-lan 10.3.1.0/24 10.3.1.0 - 10.3.1.255 (256 acdresses)
- 10.3.2.0/24 10.3.2.0 - 10.3.2.255 (256 addresses;
AUX subnet * (O [new) snet-aux ( snetwan 4 ( e
snet-aux 10.3.3.0/24 10.3.3.0 - 10.3.3.255 (256 addresses)

Route table name * (D) SdwanHaRoute
Route Address Prefix * (0 0.0.0.0/0

< Previous Next : Revi “ Discard

8. Once the Vnet is created, confirm the auto-populated subnets for Management, LAN, WAN,
and AUX, then click OK.
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Home > Marketplace > Citrix SD-WAN Standard Edition 10.25 >

Create Citrix SD-WAN Standard Edition 10.2.5

Basics General settings

Virtual machine size * (D)

SDWAN Settings  Review + create

1x Standard D3 v2
4 vepus, 14 GB memaory

Change size
Configure virtual networks
Virtual network * (D) | (new) vnet ~ |
Create new

Manangement subnet * (0 | (new) snet-mgmt (172.18.0.0/24) e |
LAN subnet * () | (new) snet-lan (172.18.1.0/24) v |
WAN subnet * (@ | (new) snet-wan (172.18.2.0/24) e |
AUX subnet * (O | (new) snet-aux (172.18.3.0/24) o~ | |

| Filter subnets

(new) snet-mgmt (172.18.0.0/24)
(new) snet-lan (172.18.1.0/24)
(new) snet-wan (172.18.2.0/24)

(new) snet-aux (172.18.3.0/24)

Review + create | < Previous | | MNext : Review + create > |

9. Validate the configuration before the Instance creation.
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Home » Marketplace > Citrix 5SD-WAN Standard Edition 10.2.5 >

Create Citrix SD-WAN Standard Edition 10.2.5
0 Validation Passed

Basics General settings SDWAN Settings Review + create

PRODUCT DETAILS

Citrix SD-WAN Standard Edition 10.2.5
by Citrix
Terms of use | Privacy policy

TERMS

By clicking "Create", | {a) agree to the legal terms and privacy statement(s) associated with the Marketplace offering(s)
listed above; (b) authorize Microsoft to bill my current payment method for the fees associated with the offering(s), with
the same billing frequency as my Azure subscription; and (c) agree that Microsoft may share my contact, usage and
transactional information with the provider(s) of the offering(s) for support, billing and other transactional activities.
Microsoft does not provide rights for third-party offerings. See the Azure Marketplace Terms for additional details.

Basics

Subscription NSDev SDWAN CA thavamani.rajan@citrix.com
Resource group SDWAN_VPX_HA_Azure

Region Central US

General settings

Next Download a template for automation

10. Click Create.
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Home > Marketplace > Citrix SD-WAN Standard Edition 10.2.5

Create Citrix SD-WAN Standard Edition 10.2.5

o Validation Passed

Basics General settings SDWAN Settings Review + create

PRODUCT DETAILS

Citrix SD-WAN Standard Edition 10.2.5
by Citrix
Terms of use | Privacy policy

TERMS

By clicking "Create", | {a) agree to the legal terms and privacy statement(s) associated with the Marketplace offering(s)
listed above; (b) authorize Microsoft to bill my current payment method for the fees associated with the offering(s), with
the same billing frequency as my Azure subscription; and (c) agree that Micresoft may share my contact, usage and
transactional information with the provider(s) of the offering(s) for support, billing and other transactional activities.
Microsoft does not provide rights for third-party offerings. See the Azure Marketplace Terms for additional details.

Basics

Subscription NSDev SDWAN CA thavamani.rajan@citrix.com
Resource group SDWAMN_VPX_HA_Azure

Region Central US

General settings

MNext Download a template for automation

How to configure Citrix SD-WAN HA in Azure

1. Determine the IP addresses assigned to the SD-WAN interfaces. Navigate to Virtual Machines >
SDWSEA (or as appropriate)> Networking, and examine the IP of each Azure Network Interface.

+ In this deployment, SDWSEA Interface 0 for Management is 10.100.254.4/13.67.93.144.
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Dashboard > Virtual machines > SDWSEA - Networking

Virtual machines « @ X .‘ SDWSEA - Networking
Citrix 5y ne ne
+add @ Resenvations *** More X « > Attach network interface ¥ Detach network interface

SDWSER B overview

SDWSEA-NicOVWan =~ SDWSEA-Nic1VWan  SDWSEA-Nic2VWan  SDWSEA-Nic3VWan
NAME B activitylog
A control (IAM)
Ed sowsea M Access control I Network Interface: SDWSEA-NicOVWan Effective security rules Topology

VNET-SEA/SDWSEA-MGT Public IP: 13.67.93.144 Private IP: 10.100.254.4

B sowseasec & Tags Virtual network/subnet: SDW

B s K Diagnose and solve problems
e sdwseastv Inbound port rules  Outbound port rules  Application security groups ~ Load balancing
Settings
This network interface does not contain network security groups
& Networking

« The SDWSEA Interface 1 LAN VIP is 10.100.1.4.

Dashboard > Virtual machines > SDWSEA - Networking

Virtual machines « m X .‘ SDWSEA - Networking
€ e Virtual machine
+ Add @ Reservations *** More 0 Search (Ctrl+ « %+ Attach network interface ik Detach network interface
SDwsea B Overview H
SDWSEA-NicOVWan SDWSEA-Nic2VWan SDWSEA-Nic3VWan
NAME = Activity log H
.
M A control (IAM) -
Ed spwsea M Access control ( I Network Interface: SDWSEA-Nic1VWan Effective security rules Topology
& Tags Virtual network/subnet: SOW-VNET-SEA/SDWSEA-LAN Public IP: None Private IP: 10.100.1.4

EJ spwseasec

o ¥ Diagnose and solve problems
=l swseasny Inbound port rules  Outbound port rules  Application security groups  Load balancing

Settings
This network interface does not contain network security groups

& Networking

+ The SDWSEA Interface 2 WAN VIP is 10.100.0.4.

Dashboard > Virtual machines > SDWSEA - Networking

Virtual machines « @ X .‘ SDWSEA - Networking
Citrix 5 e Virtual machine
+ Add G Reservations =** More O Search (Ctrl+ « =¥ Attach network interface ¥k Detach network interface

SDIsER 3 overview | — ]

SDWSEA-NicOVWan SDWSEA-NicTVWan | SDWSEA-Nic2VWan § SDWSEA-Nic3VWan
NAME E Activity log L B
.
A control (IAM) N N
Ed sowsea M Access control { B Network Interfa Effective security rules  Topelogy

L 4 Tags Virtual network/subnet: SDW Public IP: None Privatz [P: 10.100.0.4

BN spwseasec

= K Diagnose and solve problems
A sdwseasrv Inbound port rules  Qutbound port rules  Application security groups  Load balancing

Settings
This network interface does not contain netwark security groups

& Networking

+ The SDWSEA Interface 3 HA Tracking IP (not VIP) is 10.100.253.4:

Dashboard > Virtual machines > SDWSEA - Networking

Virtual machines « g X # SDWSEA - Networking
5 - N S machine
+2dd @ Reservations *** More O Search « > Attach network interface  *® Detach network interface
SDWSEA B overview
SDWSEA-NicOVWan SDWSEA-Nic1VWan  SDWSEA-Nic2VWan
NAME B Activity log

.
A control (1AM) -
M Access contral { ¥ Network Interface: SDWSEA-Nic3VWan Effective security rules Topology

L 4 Tags Virtual network/subnet: SDW- A Public IP: None Private IP: 10.100.253.4

EJ spwsea

B sowseasec

B K Diagnose and solve problems
& sdwseasrv Inbound port rules  Outbound port rules  Application security groups  Load balancing

Settings
This network interface does not contain network security groups

& Networking

+ Repeat the procedure for the secondary Citrix SD-WAN appliance.

2. Determine the SD-WAN ALB Public IP. Navigate to Load Balancers > sdwanha-external. Select
the correct ALB based on the Resource Group created during the deployment.
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Home » Load balancers
Create a resource Load balancers
% Home

I Dachboard
Subscriptions: N3Dev 300

All services
FAVORITES

e 2items
All resources

. [ Mame 1 Resource group TL Location Ty Subscription Tu
@) Resource groups

: . [ € sawanha-extemal SOWANIND2 South India MNSDev SOWAN C#
& App Senvices

- l_l 4 sdwanha-internal SDWANIND2 South India MSDev SDWAN CA
= SOL datsbases

&% Azure Cosmos DB

You can see 2 load balancer as following:

+ External: External LB contains the public IP that you configure in the WAN link configura-
tion.

+ Internal: Internal LB contains private IP. All LAN side traffic comes to the internal LB. So
you can configure the route table with Internal LB IP as a next hop.

3. Proceed to the SD-WAN MCN appliance or SD-WAN Center to configure the SD-WAN HA site. In

this topic, the SDWSWEA and SDWSEASec appliances are the MCN appliances.

Note

You can configure Citrix SD-WAN HA in Azure through SD-WAN Orchestrator as well.

4. The SDWANSEA and SDWANSEASec Interface Group Configuration is provided as follows. By-

pass mode is set to fail-to-block since only one Ethernet/physical interface is used per virtual
interface. The WAN Interface must be set to Trusted to accept connections from the ALB.
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+ ?
Virtual Interfaces Ethernet Interfaces Bypaszs Mode WCOCP Security Celets
2 wviian o . 2 |2 |4 |5 |6 |T |8 Fail-to-Block ~ O Trusted ~|
Virtual Interfaces 4 Bridge Pairs <+
Mame Firewall Zone VLAN ID Ell_ecﬁ:' Delets nterfaces = Delet=
VI1_LAN =Default= ~|0 T
E vizowan ) 1 . 3 4 5 & T 8 Fail-to-Block ~ O Trusted ~|
Virtual Interfaces 4 Bridge Pairs ¥
MName Firewall Zone VLAN ID E'I-EC,':_ Delets nterfaces L=e belet=
VIZ_WAN <Default= ~ |0 @
B visva@ 1|2 . 45 |6 |7 |2 Fail-to-Block ~ O Trusted ~|
Virtual Interfaces 4 Bridge Pairs 4
MName Firewall Zone VLAN ID Ell_ecq:- Delets nreraces =7 Delers
VI3_HA <Defauli= ~ 0 @

5. The Virtual IP configuration is provided as follows. Note the HA VIP is not the IP addressed as-
signed to Interface three. Use an available IP address in the appropriate subnet (the subnet
assigned to the AUX interface) and not the IP assigned to the Citrix SD-WAN appliances. Note
only one VIP in each subnet is the Identity IP.

+ ?

P Address / Prefix Virtual Interface Firewall Zone Identity Private Security  Delets
10.100.1.4/24 VI1_LAN ~ Default LAN Zone L] Trusted o
10.100.1.5/24 VI1_LAN ~ Default_LAN Zone ] L] Trusted ol
10.100.0.4/24 VI2_WAN ~  Default LAN Zone L] Trusted [l
10.100.0.5/24 VI2_WAN ~ | Default_LAN Zone L] ] Trusted o
10.100.253.6/24 VI3_HA  ~ | Default LAN Zone L] Trusted ﬂ
Apply | Refresh
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Two virtual IPs are assigned for both LAN and WAN Virtual Interfaces. One IP belongs to Primary
SD-WAN Virtual Machine and the other IP belongs to Secondary SD-WAN Virtual Machine

both on LAN and WAN respectively. Only the Primary IP is enabled with Identity.

6. The SDWANSEA WAN Link Settings are provided as follows. Note to configure External load
balancer Public IP Address as part of WAN link Public IP Address setting. The SD-WAN license

determines the bandwidth settings.

WAN Link: | SDWSEA-WL-INET | Section:  Settings
Basic Settings
Link Mame
SDWSEA-WL-INET
Access Type WAN Link Template:

Public Internet  ~ =Mone:=

LAM to WAN
Physical Rate {kbps):
10000

Set Permitted From Physical

Permitted Rate (kbps):

iy
.-II-ILIU

Tracking P Address

Advanced Settings

Eligibility

Metered/5tandby Link

Provisioning

Revert

> + Add Link

==J

WAN to LAN

Physical Rate {kbps):
10000

Set Permitted From Physical

Permitted Rate (kbps):

s
..II.ILI-\.r

Autodetect Public IP

Public IP Address

13.67.93.197
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7. The Access Interface settings are as follows. The 10.100.0.1 IP is an Azure reserved IP.

WAN Link: SDWSEA-WL-INET ~| Section:  access Interfaces ~  + AddLink  [ii] Delete Link

SDWSEA-WL-IN... VIZ_WAN ~ | | 10.100.0.4 10.100.0.1 Primary ~ O @

Refresh

8. HA settings are as follows. The primary and secondary IP address as part of this HA setting
must be configured with the AUX Interface IP address of both Primary and Secondary Virtual
Machines respectively.

Enable High Availability

Note: Below options Disable Shared Base MAC, Shared Base MAC, Swap Primary/Secondary, Primary Reclaim and HA Fail-to-Wire Mode options are Not Supported on cloud platforms.

HA Appliance Mame: Failover Time (mz): [] Disable Shared Bass MAC
SDWSEA2 1000

Shared Base

[] Swap Primary/Secondary [] Primary Reclaim AAAA

[] HA Fail-to-Wire Mode
HA IP Interfaces 4

VI3_HA (D) ~ | 10.100.253.4 10.100.253.5 @

Refresh

9. Click Apply.

10. To have LAN traffic go through SD-WAN, add a route table on Azure with a route whose next
hop points to Azure Internal Load-balancer IP. And associate the LAN subnet to the route table
created.

If at all you must route all the traffic through SD-WAN, create a default route whose next-hop is
pointing to Internal Load balancer IP.
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Home Route tables SdWanLANRouteTable - Routes Add route

Add route
SdWanLANRouteTable

Route name *

| SOWANLANroute

Address prefix *
[ 0000/

Next hop type |

| Virtual appliance

Mext hop address *
| 10.100.156
Internal LB IP

Home > Route tables » SdWanLANRouteTable - Subnets Associate subnet X
<. SdWanLANRouteTable - Subnets
R

oute table

SdWanLANRoutsTable

Search (Cmd+/] T Associate Virtual network (&)
vnet >
L Overview 2 Search subnets

Name *. Address range 7, Slianat

E Activity log [ snet-lan b

"R Access control (IAM) e

& Tags

P Diagnose and solve problems
Settings

& Configuration

‘4 Routes

Subnets

Deploy a Citrix SD-WAN VPX instance on a Citrix ADC SDX appliance

June 27,2019

Citrix SD-WAN technology applies software-defined networking (SDN) concepts to WAN connections.
The technology abstracts traffic management and monitoring from network hardware and applies
them to individual applications. The result is improved performance, high-quality user experiences
over geographically dispersed locations, and simplified deployment of wide-area and cloud-access
networks. For more information, see Citrix SD-WAN.

From release 12.1 49.xx, you can deploy a Citrix SD-WAN VPX instance on Citrix ADC SDX 14XXX and
SDX 115XX appliances. For more information, see the following documents:

« Citrix ADC SDX 14020, SDX 14030, SDX 14040, SDX 14060, SDX 14080, and SDX 14100
« Citrix ADC SDX 11515, SDX 11520, SDX 11530, SDX 11540, and SDX 11542

Note

Only SD-WAN VPX Standard edition is supported. For more information, see SD-WAN VPX edi-

© 1999-2021 Citrix Systems, Inc. All rights reserved. 367


https://docs.citrix.com/en-us/netscaler-sd-wan.html
https://docs.citrix.com/en-us/citrix-hardware-platforms/sdx/hardware-platforms/ns-hardware-14020-14030-14040-14060-14080-14100-ref.html
https://docs.citrix.com/en-us/citrix-hardware-platforms/sdx/hardware-platforms/11515-11520-11530-11540-11542.html
https://docs.citrix.com/en-us/citrix-sd-wan-platforms/vpx-models.html
https://docs.citrix.com/en-us/citrix-sd-wan-platforms/vpx-models.html
https://docs.citrix.com/en-us/citrix-sd-wan-platforms/vpx-models.html

Citrix SD-WAN Platforms

tions.

Deploying a Citrix SD-WAN VPX instance on an SDX appliance includes the following tasks:

« Installing the hardware: ensure the SDX hardware is properly installed. For more information,
see Installing the Hardware.

+ Setting up and configuring the SDX Management Service. For more information, see Getting
Started with the Management Service User Interface and Configuring the Management Service.

+ Provisioning the SD-WAN VPX instance on the SDX appliance. For more information, see Provi-
sion the Citrix SD-WAN VPX instance on a Citrix ADC SDX.

+ Configuring the SD-WAN VPX instance. For more information, see the Configuration documen-
tations and Configuring the virtual path service between the MCN and client sites.

Prerequisites

Ensure you’ve the following licenses:

« Citrix SD-WAN VPX license
« Citrix ADC SDX platform license

Citrix SD-WAN VPX requirements

The Citrix SD-WAN VPX on SDX platform can act both as a site and MCN. The MCN can handle 1 Gb/s
bidirectional throughput and 64 sites.

Supported throughput for MCN and site

+ 250 Mb/s to 1 Gb/s bidirectional throughput
« MCN supports 64 sites

Hardware requirement for supported throughput
Site

+ 4CPUsto 16 CPUs

+ 4GB to 16 GB RAM

+ 60 GB to 250 GB disk storage

+ Minimum 4 NICs: one for management and remaining minimum 3 for data path

Master control node (MCN)

+ 4,8,and 16 CPUs
« 16 GB RAM
+ 250 GB disk storage
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« Minimum 4 NICs: one for management and remaining 3 for data path, with dedicated NICs for
data path

Data center topology

You can deploy a Citrix SD-WAN VPX appliance on a Citrix ADC SDX in policy-based route (PBR) mode
or in inline mode. See scenario 1 and 2 for topologies for these two supported modes. For more
information, see Deploying SD-WAN in PBR mode (Virtual Inline Mode).

Scenario 1. Data center topology: PBR mode or virtual inline mode

Citrix SD-WAN VPX
‘ ona Citrix ADC SDX

VIP MPLS - 192.168.1.10
VIPINET : 192.168,1.11 - Publc IP: wsy.z | —

Port L1
1] i ™
Private MPLS
Gig/L - —
FaOll- 1010111 cwgopecinfo- 102002 | 10200124 Branch Office
ﬂ el T > Subnets;
Trusted 100 Mbps ;‘g-g-g-;’ﬁ:
PBER Rout .18.0.
P eioizio- 10.19.0.2 MPLS Router
LAN Networks:
10.10.11 ov24
10.10.12.0/24 . i 1
10.10.13.0/24 Trusted 20 Mbps i~ % o= Public Intemet
-

LAM's Gateway:10.10,11.1 Gateway: -
10.19.0.1424 Firewall

Scenario 2. Branch topology: Inline mode

LAN Matworks VIP MPLS
. A0AT0024 10.17.0.5/24

10.18.0.0°24

*

Private
MPLS

Data Center Subnets:

E CBvWoport 12 10 Mbps

10.10011.v24
truested GATEWAY 10.10.12.0024
Citrix 5D-WAN VPX 10.17.0.1/24 10,10,13.0724 ...

port 114
| VIP INET
10,180,924 - Fublic ip a.b.c.d
SEAR GATEWAY )
10.18.0.1/24 | u pmgmm Public

T I T I Internet
tnested 2 Mbps -

I Private Subnet I I Provider Subnet I

Provision the Citrix SD-WAN VPX instance on a Citrix ADC SDX

Before you provision the Citrix SD-WAN VPX appliance, download the SD-WAN VPX image from the
Citrix product download site.
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Follow these steps to provision the Citrix SD-WAN VPX appliance.
1. Log on to the Citrix ADC SDX appliance.
2. Navigate to Configuration > SD-WAN > Instances.

3. Select Software Images > Upload and upload the SD-WAN XVA file.
=

SD-WAN | XA Fikes

XVA Files o

4. Select Instances > Add. The Provision SD-WAN Instance page appears.
5. In the Provision SD-WAN Instance page, enter the following:

« Name
« [P address
« Netmask

Gateway address
Upload the XVAfile
Under Resource Allocation, allocate resources.

Resource Allocation

Total Memory (MB)*
4096
CPU Cores*

Dedicated (4 CPU) v

« Under Network Settings, provision management interfaces and select OK to create to
provision the SD-WAN VPX instance on the SDX appliance.

Network Settings

Management Interface®
0/1
Data Interfaces
Available (12) Select All Configured (0) Remove All

111

+

1/2 +
13 + i

1/4 +

+

101

m i
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Note

The SDX Management Service binds interfaces to the VPX instance in ascending sequence
of interface names. For example, if you add 1/4, and 1/1, Management Service arranges
them as 1/1, 1/4. When you add new interfaces, the existing sequence is retained and a
new sequence is created. For example, you add interfaces 1/2,10/1, 1/3.The new sequence
would be 1/1,1/4;1/2,1/3,10/1.

6. The SD-WAN VPX instance appears under the Instance page. Here’s an example.

NetScaler
Instances
SD-WAN v
Instances Add ‘ Rediscover
Software Images (] Name 4| 1P Address
Third-Party Instances > SDWAN1 10.102.103211
Diagnostics >
Management Service >

To edit the instance, navigate to Configuration > SD-WAN > Instances. Select and click the instance.
Once you’ve completed editing, click OK to save the changes.

Configuring the Citrix SD-WAN VPX instance

After you’ve created an SD-WAN instance on the SDX appliance, configure the SD-WAN instance by
completing these two tasks:

1. Apply configuration for both MCN and site appliances.
2. Configure virtual path and transmit traffic.
For more information, see the following topics:

» Configuration
« Configuring the virtual path service between the MCN and client sites

Related information

For more information about getting started with a Citrix SD-WAN appliance, see Citrix SD-WAN.
For more about Citrix ADC SDX appliance, see Citrix ADC SDX.

Standard Edition in AWS for Cloud watch Support

May 23,2019
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Citrix SD-WAN Standard Edition in AWS now supports basic CloudWatch for monitoring your SD-WAN
instance running on AWS infrastructure. CloudWatch alarms send notifications or automatically make
changes to the resources you are monitoring. Under basic monitoring, seven pre-selected metrics at
five minute frequency and three status check metrics at one minute frequency are available for your
SD-WAN instance for no additional charge. You can view the following metrics for your SD-WAN image.

+ CPU Utilization - The percentage of allocated compute units that are currently being used for
the instance. This metric identifies the processing power required to run an application upon a
selected instance.

« Disks read operations - Read operations from all instance volumes available for the specified
period.

« Disk Write operations - Write operations for all instance store volume available for the instance
in a specified duration of time.

+ DiskReadBytes - Bytes written to all instance store volumes available to the running instance

+ Networking - This metric identifies the volume of incoming traffic for a single instance.

+ Network Out - This metric identifies the volume of outgoing traffic for a single instance.

« Networkpacketsout - Number of packets sent out on all network interfaces by the instance, this
is only available for basic monitoring.

Citrix SD-WAN VPX WANOP

June 19,2020

Citrix SD-WAN WANOP VPX is a virtual Citrix SD-WAN appliance that can be hosted on Citrix
XenServer, VMware ESX or ESXi, Microsoft Hyper-V, and Amazon AWS-virtualization platforms.
An SD-WAN WANOP VPX appliance supports most of the features of a physical SD-WAN WANOP
appliances.

Because SD-WAN WANOP Edition VPX is a virtual machine, you can deploy your choice of hardware,
exactly whereyou needit,and in combination with other virtual machines, servers, VPN units, or other
appliances to create a unit that precisely suits your needs.

Citrix SD-WAN WANOP VPX software is available as:

+ AXen virtual machine running under XenServer 5.5 and later.

+ AVMware vSphere virtual machine running under ESX/ESXi 4.1-6.0.
« AHyper-V virtual machine under 64-bit Windows 2008 R2 SP1 - 2012.
« An Amazon AWS instance.

+ A Microsoft Azure Instance.
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Note
XenServer and VMware vSphere support VLAN trunking, but Hyper-V does not.

For information on configuring SD-WAN WANOP VPX on XenServer, VMware ESX, Microsoft Hyper-V,
and Amazon AWS, see Pages 691 - 749 in CloudBridge 7.4 PDF.

When a newly installed SD-WAN WANOP VPX virtual machine is up and running, you can configure it as
you would configure a physical SD-WAN WANOP appliance. For more information, see Citrix SD-WAN
WANOP documentation.

Installing SD-WAN WANOP Edition AMI on Amazon AWS

May 23,2019
The Citrix SD-WAN VPX for Amazon AWS brings acceleration support to the Amazon cloud.

Note: At the time of the 7.1.0 software release, the newest supported release of SD-WAN (now
SD-WAN) WANOP-VPX for Amazon AWS is 7.0.1. Use this version along with release 7.1.0 on other
appliances.

Five variations are supported, four of which have hardwired licensing, and one of which uses ordinary
SD-WAN licensing:

« 2 Mbps

« 10 Mbps

« 20 Mbps

« 45 Mbps

+ “Bring your own license,” which uses a standard Citrix license to determine the licensed band-
width.

Besides the hardwired licensing, the major difference between SD-WAN WANOP-VPX for Amazon AWS
is that it supports only a single port for both management and acceleration. This means that the
appliance cannot be used in inline mode.

To create an SD-WAN WANOP-VPX on Amazon AWS, you go through the same process as with creating
any other instance, setting a few instance parameters to non-default settings.

Instantiating an SD-WAN virtual Appliance (AMI) on AWS

To install an SD-WAN virtual appliance in an AWS VPC, you need an AWS account. You can create an
AWS account at http://aws.amazon.com/. SD-WAN is available as an Amazon Machine Image (AMI) in
AWS Marketplace.
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Note: Amazon makes frequent minor changes to its AWS pages, so the following instructions

may not be exact.

To instantiate an SD-WAN virtual appliance (AMI) on AWS

1. In aweb browser, type http://aws.amazon.com/.
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4. Click EC2 in the Compute & Networking section, then click Launch Instance.
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To start using Amazon EC2 you will want to launch a virtual server, known as an

Amazon EC2 instance
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5. Inthe Create a New Instance dialog box, select AWS Marketplace, and then click Continue to
open the Request Instance Wizard.

6. In the Request Instance Wizard dialog box, click AWS Marketplace tab.

7. Inthe Search text field, type SD-WAN to search for the SD-WAN AMI, and click Search.

T Services v  Edit = Oregan

1. Choose AR

Step 1. Choose an Amazon Machine Image (AMI) cancel and Exit
An AMI s 3 template that contains the software configuraton [operatng system, application server, and applications]) required Eo launch your instance_ Youw
Can Select an AMI provioed Dy AVWS, Our user COmmUnRy, oF e AWS Marketplace, or yOUu C2n s2iect one of your own Akds

Quick Start

\efawsmarketplace

AWS Marketplace is an online store where you ¢an find and buy software that runs on AWS. To visit the Marketplace
AWS Marketplace website, use the search functionality, or foliow the link Delow

Ity AMIS

Community Als
Search for soffware in AWS Marketplace

, CloudBridge *® m

OR

View Marketplace products you are currently subscribed te by visiting your software in the AWS
Marketplace,

On the search result page, select one of the Citrix SD-WAN offerings On the Citrix SD-WAN page,
click Continue.

8. On the Launch with EC2 Console tab, click the Accept Terms button, if present, then click
Launch with EC2 Console for the region where you want to launch Citrix SD-WAN AMI.
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Launch on EC2:
Citrix CloudBridge VPX, Customer Licensed

Launch with EC2 Console Once subscribed you wil be able 1o
s for EC2 Congade or AP Launches bawarch v BT Condiole o AP

Usage Instructions “ious vl et seeribond b Ehis sflweare ned agres thal your L of Sis

ROTE: The CloudBndge AMI miugd be lausched wto n AWS WPC softweans is subject {0 the picing ferma and the seler’s End Unar Liosnass
AWS Marketplace 1-click Launch doss net suppor launching instances into a WP - Agreement (BULA) T and your wse of AWS senaces is subied! o
plaase launch the Branch Repeates Al using the ECZ Corsole or AP BN Custtime Agroeried T8

To lsunch CloudBndge AMI
1) Ercgune you have an AWE VP with the proper subrets skeady. . Show mors Pricing Details

Click "Accept Terms™ to gain access to this soffware

Once you accepd thase teems, you wil have access 1o this softwate in any suppored
region. You can than launch the AMls listed bedow directly from the EC2 console, EC2
APIs, or with clher AWS managément lools.

Tor rogion |15 Cest (Yigini) =]

Bring Your Cwn Licemse [BY0L)
Ayzilable for cuslomars with cumen licenses purchased via

Select a Version olkier channets
7.0, released 0B 2/2013 =] Hourly Faes (includes Windows 2008 R2 Z008R2 «£54)

Total howdy fees will vary by ingtance type and EC2 region
ANl DS EC2 Instance Type Software EC2 Tote

Sranciwrd Largs (mi ) LT T R SR
Region 0 i
US Esst (Virgei) amig13c768 EBS Siorage Faos O
LS Wast (Oregon) ami- 3278702 $0.10 / GB / Morth for Standard EBS Storage
LS Wast (Mortherm Califorris) amiEZaedbc? | Launch wih EC2 Consale | O Diprrarst EC2 pricieg, pricns Ko R v ard Sget itancns
EU Wast freland ami 0a65817d bl S g ek

: Ths o bl N i versin of B03 el inciudes Windows 2008 R

Asza Pacsfic [Singapong) ami- 1Bd2994a Launch with EC2 Console | e 4, B
Asia Pacitc (Sysney) i 3433003 bttt it et
Asia P (Tokyo) a8 =

Lo sband insteros ypes
South Amenca (Su0 Pault) wmi- TEEETI06
Security Group

The wendor recommands wsing the following securily group policies. You will bo abde 1o
salact these seltings ar Nl'lflguli yaur w1 whin I-H.Il'lthlng'lhlﬂ Sorftwing.

Conmection Bethod Pratocol  Port Range  Source (P or Growp)
e 1- 65535 0.0.000

udp 1- 65535 0.0.000

Release Notes

9. Onthe Request Instance Wizard page, type 1in the Number of Instances text box, and from the
Instance Type drop-down list, select Large (m1.large, 7.5GIB).
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10.

11.

12.

Request Instances Wizard Cancal X
Praovide the details for your instance(s), You may also decde whether you want to launch your instances as “on-demand” ar
spot” instances
Number of Instances: I'| Instance Type: M1 Large (m1 lasge, 7.5 GiB) -
Launch as an EBS-Optimized instance {additional charges apply): [
W This AMI requires a subscription and may incur additional charges not listed below, Click here for details
® Launch Instances

ECZ Instances let you pay for compute capacity by the hour with no long term commitments. This transforms what are
l.‘.tlmmtlﬂ|'|.l' large fixed costs nto much smaller variable costs,

Launch into: Subnet:

| Mo Preference (default subnat in any AZ) ;l * denotas default subnet
C Request Spot Instances
Back | Continue id

From the Subnet drop-down list, select the private network subnet, and then click Continue.

On the next page, in the Advanced Instance Options section, you can change values from their
defaults if you choose, and then click Continue.

Note: SD-WAN AMI is not supported with more than one network interface. Therefore, the
value of Number of Network Interfaces fields is set to 1.!localized image

On the Request Instances Wizard page, enter a name for the EC2 instance in the Value text box,
and then click Continue.

Request Instances Wizard Cancel X

i

Add tags to your instance to simplify the administration of your EC2 mfrastructure. & form of metadata, tags consist of a
case-sensitive key/Svalue pair, are stored in the cloud and are private to your account. You can create user-friendly names
that help you organize, search, and browse your resources, For example, you could defing a tag with key = Name and value
= Wabsarver. You can add up to 10 unigue keys to each nstance along with an optional value for each key. For more
information, go to Taggng Yowr Amazon ECZ Resources in the £C2 User Guude,

Key re Value Remove

4
Add another Tag. (Maxirmum of 10)

pack . Continue Ld

On the Request Instances Wizard page, select one of the three Kay Pair options and then click
Continue.
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Request Instances Wizard Cancal (%

|J—‘
e
ATE KEY PAIR

Publicfprivate key pairs allow you to securely connect to your nstance after it launches, For Window's Sarver instances, a Kay
Pair is required to set and deliver a secure encrypted passwond, For Linuk server instances, a key pair alows you to SSH inta

your instanca

To craste 3 key pair, eanter & name and chick Create & Download Your Key Pair. You will be prompted to save the private key to
your computer. Note: You only need to generate a key paw once - not each time you want to deploy an Amazon EC2 instance,

& Choose from your existing Key Pairs

Your existing Key Pairs®: [Roven 2 =|

C Create a new Key Pair

C proceed without a Key Pair

Back

| Continue |

13. Verify the EC2 instance configuration details, and then click Launch to launch the EC2 instance.
Request Instances Wizard

Flease review the informabon balow, then dick Launch

W Thes A1 FEQUIRES &
AMI:

Mumber of Instances:
WPC 10:

WPC Submet:
Availability Zone:
Instance Type:
Instance Class:
EBS-Optimized:

Muonitoring:

Tenancy:

Kernel 10:

RAM Disk 10:
Metvwark Interf aces:
Primary IP Addresses:

Assign Public 1P
Address:

User Data:
TaM Role:

Back

Bscriptian and may incur additional dharges not listed below. Chck here for details,

o Windows AMI [D ami-32TEeT702 («B6_64) Edit aM]

1

Ho Preference

Ho Prefarence

Ho Preference

M1 Large (ml.large)
on Demand

Ha

Edit Instance Details

Disabled Termination Probection: Disabled
Dafault

Uge Diefault

Use Default

1

1 auto-assigned

Shutdown Behawior: Stop

Was

Edit Advanced Details

Cangal | X

|

14. Click Close to close the Launch Instance Wizard dialog box. The new EC2 instance is launched

successfully.

© 1999-2021 Citrix Systems, Inc. All rights reserved.

378




Citrix SD-WAN Platforms

Launch Instance Wizard Cancal X

Your instances are now launching.
Instance ID(s): i-66f0cas2

Note: YWour instances may take a few minutes to launch, depending on the software you are running.

Note: Usage hours on your new instances will start immediately and continue to accrue until you stop or terminate your
instances.

You can perform the following tasks while your instances are launching:
* | Create Status Check Alarms
» Crgate ERS Yolumes (addtiona

* View your instances on the Instances page
Maote: To view the YPC 1D and Subnet [0 columng on the [nst k the Show Hide button and check the corresponding

Chose

Disabling the Source/Destination Check Feature

May 23, 2019

You must disable the Source/Destination check feature of SD-WAN AMI instance for it to work properly
on AWS.

To disable the Source/Destination check feature

1. On the Amazon EC2 Console Dashboard page, in the navigation pane, click instances. The new
EC2 instance should appear in the My Instances list.

2. Select the new EC2 instance. The instance details appear in the EC2 Instances pane.

3. Right-click the new EC2 instance and then select Change Source/Dest Check from the popup
menu.

4. Inthe Change Source / Dest. Check dialog box, click Yes, Disable to disable the feature.

Configuring SNMP Monitoring for the SD-WAN WANOP Edition AMI on
AWS

May 23,2019
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You must enable SNMP monitoring on the SD-WAN AMI on AWS. Also, you must grant SNMP monitoring
access to the paired NetScaler VPX or SD-WAN Connector on AWS by adding its NSIP on the SD-WAN
AMl instance.

To configure SNMP monitoring on the SD-WAN Connector AMI by using the SD-WAN
graphical user interface

1. Inthe navigation pane, expand Configuration, and then click Logging/Monitoring.
2. Inthe details pane, click the SNMP tab.
3. Inthe System Information section, in the SNMP Status row, click Enable. This action enables
SNMP monitoring on the SD-WAN AMI instance.
4. In the Access Configuration section, add SNMP monitoring access to SD-WAN VPX appliance
by setting the following parameters:
« Community String (set to the string public)
* Management Station IP (set to the NSIP o_f the SD-WAN VPX on AWS)
Log Options || Log Extraction || Log Statistics || Log Removal || Alert Options || Syslog Server || SNMP

Logging/Monitoring: SNMP

System Information

SNMP Status: NORMAL Disable
Name: BR-VPX-158
Location: Ipubiic
Contact: IF‘”‘:”"C

Enable SHNMP Authorization Failure Traps:; r

Update I

Access Configuration

i ] Community String Management Station IP 1P Bit Mask

public 10.16.3.10 32 Delete
| | [32 =| Add

4) SNMP management table is used to specify the SNMP management stations that would like to manage this apphance. Current
support is read only.

5. Click Add.

Limitations and Usage Guidelines for the SD-WAN WANOP Edition AMI
Instances on AWS

May 23,2019
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+ High Availability setup for SD-WAN AMI instances is not supported.

« SD-WAN AMl instance in Group Mode is not supported.

+ SD-WAN plug-ins are not supported.

+ Tagged VLAN is not supported because of the inherent limitation of AWS.

« Traffic shaping is not supported.

+ You may create only an m1.large SD-WAN AMI instance on AWS.

+ IP address/gateway/subnet assignment using the SD-WAN management user interface is not
supported.

+ Console access is not available for SD-WAN AMI instance on AWS.

« While configuring the SD-WAN instance, you may not change the disk size, which has a default
value of 250 GB. A higher capacity disk does not increase the available Disk Based Compression
(DBC) cache size.

Deploy SD-WAN WANOP VPX on Microsoft Azure

June 19,2020

Citrix SD-WAN WANOP Edition is now available in the Azure Marketplace, enabling WAN optimization
between enterprise datacenter/branch and Azure cloud. Since L2 mode support is not available on
cloud infrastructures, you cannot deploy Citrix SD-WAN WANOP as a standalone VPX in Azure Cloud.
However, you can deploy Citrix SD-WAN WANOP VPX along with Citrix ADC VPX in Azure cloud infras-
tructure. The Citrix ADCVPX uses cloud connector to create an IPsec tunnel, while the SD-WAN WANOP
VPX accelerates the connections, providing LAN-like performance for applications.

Citrix SD-WAN WANOP in Azure cloud topology

\
Citrix SD-WAN WANOP VPX

On Premise Datacenter or Branch \

L

‘—’l E — l 0t | I() Citrix Cloud Connector IPsec Tunnel
— WO/NS ( 4000/5000) o

/

The topology diagram shows an SD-WAN 4000 or 5000 appliance deployed in the data center or branch
premises. You can also deploy SD-WAN WANOP and SD-WAN SE appliances in two-box mode or it can
both be VPX. On the Azure cloud VNET, the SD-WAN WANOP VPX is deployed in one-arm (PBR) mode
with the Citrix ADC VPX.
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Deployment overview

To deploy SD-WAN WANOP on Microsoft Azure:

1.

Deploy a Citrix ADC VPX instance on the Azure cloud. For more information, see Deploy a Citrix
ADCVPXinstance on Microsoft Azure. Configure four network interfaces in four different subnets
and enable IP forwarding on all the network interfaces. The four network interfaces are used as:

+ Management interface

+ WAN side interface, for IPsec tunnel

« LAN side interface, to connect to the server

« WANOP communication interface, to communicate with the Citrix SD-WAN WANOP VPX on
the Azure cloud.

Deploy a Citrix SD-WAN WANOP VPX on Azure cloud. For more information, see the deployment
procedure below.

Note: Enable IP forwarding on WANOP interface.

Configure an IPsec tunnel between the on-premises appliance and the Citrix ADC VPX on Azure
cloud, using the public IP address of Citrix ADC WAN interface. For more information on config-
uring IP tunnels see, IP Tunnels.

Configure Citrix ADC VPX to redirect the packets to Citrix SD-WAN WANOP VPX. Use the private
IP address of WANOP communication interface and create a load balancing virtual server. For
more information, see Create a load balancing virtual server

Configure the following route tables on Azure:

+ Route table for WANOP facing interface on Citrix ADC VPX - Route table entries must have
source and destination address as client and server subnets respectively. The Citrix ADC
VPX’s WANOP facing interface IP address is the next hop.

+ Route table for Citrix SD-WAN WANOP interface - Route table entries must have source and
destination address as client and server subnets respectively. The Citrix SD-WAN WANOP
interface IP address is the next hop.

In the above example, when the source tries to access an application on the cloud destination, the
packets flow through the established IPsec tunnel. At the Azure cloud VNET end, the Citrix ADC VPX
receives the packets, decrypts, and forwards it to the Citrix SD-WAN WANOP VPX. The Citrix SD-WAN
WANOP VPX processes the packets, optimizes it, and sends it back to Citrix ADC VPX. The Citrix ADC
VPX sends the packet to the destination. On the return path, the Citrix ADC VPX forwards the packets
to Citrix SD-WAN WANOP VPX for optimization. The optimized packets are transmitted back to the
source through the established IPsec tunnel.
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Deploy Citrix SD-WAN WANOP VPX on Microsoft Azure
To deploy Citrix SD-WAN WANOP VPX on Microsoft Azure:

1. In Microsoft Azure, navigate to Home > Marketplace > Networking, search for Citrix SD-WAN
WANOP and install it.

2. Onthe Citrix SD-WAN WAN OP page, from the drop-down list select Resource Manager and click
Create. The Create Citrix SD-WAN WAN Optimization page appears.

3. Inthe Basics section, select the subscription type, resource group, and location. Click OK.

Note: You can choose to create a resource group. Aresource group is a container that holds
related resources for an Azure solution. The resource group can include all the resources
for the solution, or only those resources that you want to manage as a group.

|- Create a resource Create Citrix SD-WAN WAN Opti... X Basics 8 X
All services
1 Baes 2 Enterprise Dev/Test ~
Configure basic settings
\esou ol i ]
Dashboard Create new (®) Use existing
2 surya_wanpt-test ~
i Al resources
Resource groups ast US 2 v

App Services

Function Apps
SQL databases

A¥ Azure Cosmos DB

N

Virtual machines

® Load balancers
Storage accounts
Virtual networks
Azure Active Directory

Monitor

e

4. In the Administrator section, enter the name and credentials for the Citrix SD-WAN WANOP
virtual machine. Click OK.
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Create a resource Create Citrix SD-WAN WAN Opti... X Administrator settings O X

All services

Dashboard

Configure deployment settings * Password @

852 All resources

Resource groups

App Services - I sessasssanine ‘

Function Apps

N

SQL databases

& Azure Cosmos DB

W

Virtual machines

® Load balancers
Storage accounts
Virtual networks
Azure Active Directory

Monitor

b achisor [ o<

5. In the Citrix SD-WAN WANOP settings section, configure the setting for the Citrix SD-WAN
WANOP VPX as per your requirements. Click OK.
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Create a resource Create Citrix SD-WAN WAN Opti... X Citrix SD-WAN WANopt setti.. O X

All services

1 cs i * Virtual machine size @
Done 1x Standard D3 v2

Dashboard OS Disk Size(GB

All resources

Resource groups

3 Citrix SDWAN WANopt --‘,';.;:I 5

Configure Citrix SD-WAN WAN..

App Services

Function Apps

SQL databases

& Azure Cosmos DB

N
-]
Ava

Virtual machines (new) vnet01

Load balancers * Subnets @ S
Review subnet configuration

Storage accounts

Virtual networks

Azure Active Directory

Monitor

* Advisor

6. The configuration that you provided in previous steps is validated and applied. If you have con-
figured correctly, the validation passed message appears. Click OK.
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Create a resource Create Citrix SD-WAN WAN Opti... X Summary,

All services

Dashboard

3 All resources

or setting
Resource groups

ne name

App Services

Function Apps

ey
0w
?

N WAN Optimisat...

SQL databases

' Azure Cosmos DB

N

Virtual machines

Load balancers

Storage accounts

Virtual networks

Azure Active Directory

Monitor

* Advisor

O Frunning final validation..

3

Citrix SD-WAN WANopt se

7. After successful deployment, navigate to Virtual Networks to view the Citrix SD-WAN WANOP
VPX. You can further configure the virtual machine parameters using the settings option.

+ Create a resource Virtual machines € A X g Cibcwanopt - Networking
Al services 7 «| o attach network intertace
B Network Interface:

Virtus! network/susn

INBOUND PORT RULES @

& App services

# Function Apps

65500 DenyalinBound
M Virtual machines ”

@ Load balancers
OUTBOUND PORT RULES &

B Storage accounts

Network s

Virtual networks

emoy e
@ 2aure aciive Directory 65000 AllowVnetOutBound
© woritor 5001 AllowinermetOuBound
@ ngvisor 65500 DenyAOwBound

W security Center o

© cost Management + Biling N

OQr— Auto-shutdonn

Citrix SD-WAN VPXL

October 8, 2021

nopt-nsg (attached to net

PorT

Any
Any

Any

twor

prRoTOCOL

e

Any

any

Any

eroTocoL

Any
Any

Any

celersted networking: Disabled

SouRce

Any

VirtuslNetwork

AzureLoadBalancer

Any

souRce

VirtuslNetwork

Any

Any

DESTINATION

any

VirtualNetwork

Any

Any

DESTINATION

VirtualNetwork

Intemet

Any

Citrix SD-WAN VPXL-SE is an enhanced version of the SD-WAN VPX-SE platform. Depending on the
RAM/CPU/Disk configuration, the VPX platform can be operated either as VPX-SE or VPXL-SE. It is avail-

able on all VPX-SE platforms including Azure and AWS.
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The Citrix SD-WAN VPXL-SE platform can handle up to 256 virtual paths when provisioned as an MC-
N/RCN.

Following are the configuration requirements for the VPXL-SE platform.

+ 16 GB memory and 16 CPU cores.
+ 250 GB of HDD.

The number of virtual paths and dynamic virtual paths that the SD-WAN VPXL-SE platform can handle,
irrespective of the appliance role (MCN, RCN, or Client) is as follows:

Memory Less than 16 GiB More than 16 GiB
Virtual Path 16 256
Dynamic Virtual Path 8 32

Interface specifications

The SD-WAN VPXL-SE interface specifications are as follows:

+ SD-WAN VPXL-SE supports a maximum number of eight interfaces.

« Thefirstinterfaceisreserved to be used as the Management IP Address for the Virtual Appliance.

+ Before powering up the new VM for the SD-WAN VPXL-SE Virtual Appliance, you must configure
and assign more interfaces (one each) for the LAN and WAN.

+ For SD-WAN VPXL-SE, bridges are not created by default for the data interface (for example, eth1
and eth2).

Configuring Citrix SD-WAN VPXL-SE

To configure SD-WAN VPXL-SE:

1. Import the SD-WAN VPX-SE base image (.ova or.xva template). Do not Power ON the Virtual
machine.

2. Modify the VM resources for Memory to 16 GB RAM, CPU to 16vCPUs and hard disk size to 250

GB.

Add the required NIC interfaces to the VM (for LAN and WAN interfaces).

Power ON the VM.

Now, SD-WAN VPX-SE would operate as a VPXL-SE platform model.

In case the VM is already Powered ON, before modifying the VM resources, you must perform

o ook~ Ww

Reimage Virtual WAN Appliance Software under Configuration > System Maintenance> Up-
date Software, and use the ch-vw_CBVPXL_version.tar.gz image file.
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Note

Ensure to clear options that mention to Power on the Virtual machine, after the VM provision-

ing/import process is complete.

How to upgrade VPX-SE to VPXL-SE

To upgrade VPX-SE to VPXL-SE:

1. The VPX-SE should have been installed with an SD-WAN base release version of 9.3.0 or higher.
2. Backup and save your existing configuration, if the VPX-SE you are upgrading is an MCN.

Important

A VPX-SE appliance provisioned with an SD-WAN release version 9.2 image cannot be upgraded
to a VPXL-SE appliance.

To use the VPXL-SE platform, upgrade SD-WAN release version 9.2. to 9.3 using the change man-
agement procedure in the SD-WAN web GUI.

For more information, see upgrading to SD-WAN 9.3.

Deploying VPXL-SE in Microsoft Azure and AWS

The steps to configure and deploy VPXL-SE in Microsoft Azure are similar to the steps to deploy the
VPX-SE appliance in Azure. The only difference in the configuration steps is to choose hard disk space
as 250 GB and instance as F8 for the VPXL-SE appliance to be successfully deployed in Azure.

© 1999-2021 Citrix Systems, Inc. All rights reserved. 388


https://docs.citrix.com/en-us/netscaler-sd-wan/9-3/updating-upgrading.html
https://docs.citrix.com/en-us/citrix-sd-wan-platforms/vpx-models/vpx-se/sd-wan-se-on-azure-10-2.html

Citrix SD-WAN Platforms

O * LWAN settings

wirtuzl machine s2c@

Tw Standard 03 v

OF Dhsk Sioe[GE) @

W' 410

SO-WAKN TR &

SRLAAH 10

* Storage accour @

= NS A

® ONS anzi

[new] sdwansto
Fubl: IF address for manage=ent

Comfigure required settngs

* Public IF 2ddrass for wanagesant ..

Conture required sefhngs

Fuhlir IP azddrews for mansgeme arcees of Primary Bebaaler ST-WAN

wshusd doudeppazurecom

&

" Wan bnk publc ip of helscaler 5D

Comfigure required seffings

mistusd doudappazu neoom

Ey

Similarly, the steps to configure and deploy VPXL-SE in AWS is similar to the steps for deploying VPX-SE

appliance in AWS with the only difference of selecting disk size of 40 GB and instance of m4.4x large.

Besowrce Groups. » %

Step 4. Add Storage

Volumes Typs | Dawica | Snapshod |

A0S Npw Vol

Trrougn put Deiete on = ry paod

L e .y Tarmn e
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Related information

« Installing SD-WAN Virtual Appliances on VMware ESXi

« Installing SD-WAN Virtual Appliances on Microsoft Hyper-V Platform

+ Installing SD-WAN Virtual Appliances on Amazon Web Services

« Installing SD-WAN Virtual Appliances on Microsoft Azure

« SD-WAN Standard Edition Virtual Appliance (VPX) high availability Support for AWS

+ SD-WAN Standard Edition Virtual Appliance (VPX) high availability Support for Microsoft Azure

Common hardware components

June 19, 2020

Each platform has front panel and back panel hardware components. The front panel has an LCD
display and serial console port. The number, type, and location of ports vary by hardware platform
for the following transceivers: copper Ethernet, copper and fiber 1G SFP, and 10GSFP+. The back
panel provides access to the fan and the field replaceable units (power supplies, and solid-state and
hard-disk drives).

LCD display and LED status indicators

The LCD display on the front of every appliance displays messages about the current operating status
of the appliance. These messages communicate whether your appliance has started properly and
is operating normally. If the appliance is not operating normally, the LCD displays troubleshooting
messages.

The LCD displays real-time statistics, diagnostic information, and active alerts. The dimensions of the
LCD limit the display to two lines of 16 characters each, causing the displayed information to flow
through a sequence of screens. Each screen shows information about a specific function.

The LCD has an LED backlight. Normally, the backlight glows steadily. When there is an active alert, it
blinks rapidly. If the alert information exceeds the LCD screen size, the backlight blinks at the begin-
ning of each display screen. When the appliance shuts down, the backlight remains on for one minute
and then automatically turns off.

The system status LEDs indicate the overall status of the appliance. The following table describes the
indicators of the system status LED.

System status LEDs
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LED Color

OFF
Green

Red

LED Indicates

No power.
Appliance is receiving power.

Appliance has detected an error.

The port LEDs show whether a link is established and traffic is flowing through the port. The following
table describes the LED indicators for each port. There are two LED indicators for each port type.

Note: This section applies to all the appliances.

LED port-status indicators

Port Type LED Location LED Function

Ethernet (RJ45) Left Speed

Right Link/ Activity

Management Left Speed

(RJ45)

LED Color

Off

Green

Yellow

Off

Solid green

Blinking green

off

LED Indicates

No connection,
or a traffic rate of
10 megabits per
second (Mbps).

Traffic rate of
100 Mbps.

Traffic rate of 1
gigabit per
second.

No link.

Link s
established but
no traffic is
passing through
the port.

Traffic is passing
through the
port.

No connection,
or a traffic rate of
10 megabits per
second (Mbps).
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Port Type LED Location

Right

LED Function

Link/ Activity

Amber

LED Color LED Indicates

Traffic rate of
100 Mbps.
Traffic rate of 1
gigabit per
second.

No link.

Solid yellow Link s

established but
no traffic is
passing through
the port.

Blinking yellow  Trafficis passing

through the
port.

On each power supply, a bicolor LED indicator shows the condition of the power supply. The LEDs of
the AC power supplies for each appliance are different from the LEDs of the other appliances.

Table 2. LED Power Supply Indicators

Power Supply Type

AC

DC

LED Color

OFF

Flashing RED

Flashing GREEN

GREEN
RED
OFF

Flashing RED

Flashing BLUE

LED Indicates

No power to any power
supply.

No power to this power
supply.

Power supply is in standby
mode.

Power supply is functional.

Power supply failure.

No power to any power
supply.

No power to this power
supply.

Power supply is in standby
mode.
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Power Supply Type LED Color LED Indicates
BLUE Power supply is functional.
RED Power supply failure.
Ports

Ports are used to connect the appliance to external devices. Citrix SD-WAN appliances support RS232
serial ports, 10/100/1000Base-T copper Ethernet ports, 1-gigabit copper and fiber 1G SFP ports, 10-
gigabit fiber SFP+, and 10G Base-T, ports. All Citrix SD-WAN appliances have a combination of some
or all of these ports. For details on the type and number of ports available on your appliance, see the

section describing that platform.

RS232 serial port

The RS232 serial console port provides a connection between the appliance and a computer, allowing
direct access to the appliance for initial configuration or troubleshooting.

All hardware platforms ship with an appropriate serial cable used to connect your computer to the ap-
pliance. For instructions on connecting your computer to the appliance, see Installing the Hardware.

Copper Ethernet ports
The copper Ethernet ports installed on many models of the appliance are standard RJ45 ports.
There are two types of copper Ethernet ports that may be installed on your appliance:

« 10/100BASE-T port

The 10/100BASE-T port has a maximum transmission speed of 100 megabits per second (Mbps).
Most platforms have at least one 10/100BASE-T port.

+ 10/100/1000BASE-T port

The 10/100/1000BASE-T port has a maximum transmission speed of 1 gigabit per second, 10
times faster than the other type of copper Ethernet port.
Most platforms have at least one 10/100/1000Base-T port.

To connect any of these ports to your network, you plug one end of a standard Ethernet cable into the
port and plug the other end into the appropriate network connector.
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Management ports

Management ports are standard copper Ethernet ports (RJ45), which are used for direct access to the
appliance for system administration functions.

1G SFP and 10G SFP+ ports

A 1G SFP port can operate at a speed of 1 Gbps. It accepts either a copper 1G SFP transceiver for
operation as a copper Ethernet port, or a fiber 1G SFP transceiver for operation as a fiber optic port.

The 10G SFP+ and Base-T 10G are high-speed ports. You need a fiber optic cable to connect to a port.
If the other end of the fiber optic cable is attached to a 1G SFP port, the 10G SFP+ port automatically
negotiates to match the speed of the 1G SFP port.

Ports compatibility:

On some appliances, the 10G slot supports copper 1G transceivers, which can operate at up to 1 Gbps
in a 10 Gbps slot.

Notes:

« Certain platforms have 10G slots that do not support copper transceivers. Check with your ac-
count representative for support details.

 You cannot insert a fiber 1G transceiver into a 10G slot.

+ You cannot insert a 10G transceiver into a 1G slot.

The following tables list the maximum distance specifications for Citrix SD-WAN pluggable media (1G
SFP and 10G SFP+ transceivers).

The 10G SFP+, modules are dual-speed capable and support both 1 Gbps and 10 Gbps, depending on
the peer switch that the model connects to.

Most tables have the following columns:

« Description: The price list description of the part.

+ Transmit Wavelength: The nominal transmit wavelength.

« Cable/Fiber Type: Fiber characteristics affect the maximum transmit distance achievable. This
is especially true with 10G on multi-mode fiber (MMF), where various dispersion components be-
come dominant. For more information, see http://www.thefoa.org/tech/ref/basic/fiber.html.

+ Typical Reach: Maximum transmit distance.

+ Products: Some chassis are available with different media options. Use the appropriate data
sheet to confirm that your particular chassis type supports the media.

1G pluggable media

The following table lists the maximum distance specifications for 1G transceivers.
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Copper 1G SFP distance specifications

Description: 1G SFP Ethernet copper (100 m) - 4 pack
Transmitter wavelength (nm): Not applicable
Cable type: Category 5 (Cat-5) copper cable
Typical reach (m): 100m
Applicable platforms:

« SD-WAN 1100 SE and PE

Short reach fiber 1G SFP distance specifications

Description: 1G SFP Ethernet SX (300 m) - 4 pack
Transmitter wavelength (nm): 850 nm (nominal)

Fiber type: 50/125um MMF, 2000MHz-km (OM3)
Typical Reach (m): 550 m

Fiber type: 50/125um MMF, 500MHz-km (OM2)
Typical Reach (m): 550m

Fiber type: 50/125um MMF, 400MHz-km
Typical Reach (m): 550m

Fiber type: 62.5/125um MMF, 200MHz-km (OM1)
Typical Reach (m): 300m

Fiber type: 62.5/125um MMF, 160MHz-km
Typical Reach (m): 300m

Applicable platforms:
« SD-WAN 1100 SE and PE

Short reach fiber 1G SFP distance specifications

Description: 1G SFP Ethernet short range (300 m) - Single
Transmitter wavelength (nm): 850 nm (nominal)

Fiber type: 50/125um MMF, 2000MHz-km (OM3)
Typical Reach (m): 550m

Fiber type: 50/125um MMF, 500MHz-km (OM2)
Typical Reach (m): 550m
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Fiber type: 50/125um MMF, 400MHz-km
Typical Reach (m): 550m

Fiber type: 62.5/125um MMF, 200MHz-km (OM1)
Typical Reach (m): 275m

Fiber type: 62.5/125um MMF, 160MHz-km
Typical Reach (m): 220m

Applicable platforms:
« SD-WAN 1100 SE and PE

Long reach fiber 1G SFP distance specifications
Description: 1G SFP Ethernet LX - Single
Transmitter wavelength (nm): 1310 nm (nominal)
Fiber type: 9/125um SMF
Typical reach (m): 10 km
Applicable platforms:

« SD-WAN 1100 SE and PE

Long reach fiber 1G SFP distance specifications
Description: 1G SFP Ethernet long range (10 km) - Single
Transmitter wavelength (nm): 1310 nm (nominal)
Fiber type: 9/125um SMF

Typical reach (m): 10 km

Applicable platforms:

+ SD-WAN 1100 SE and PE

10 GE pluggable media

The following table lists the maximum distance specifications for 10G transceivers.

Short reach fiber 10G SFP+ distance specifications
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Transmitter

Description Wavelength (nm) Fiber Type Typical Reach (m)
10G SFP+, Ethernet 850 nm (nominal) 50/125um MMF, 300 m
Short Range (300 m) - 2000MHz- km (OM3)
Single
50/125um MMF, 82m
500MHz-km (OM2)
50/125um MMF, 66 m
400MHz-km
62.5/125um MMF, 33m
200MHz-km (OM1)
62.5/125um MMF, 26m
160MHz-km

Long reach fiber 10G SFP+ distance specifications
Description: 10G SFP+ Ethernet long range (10 km) - Single
Transmitter wavelength (nm): 1310nm (nominal)

Fiber type: 9/125um SMF

Typical reach (m): 10km

Citrix direct attached (DAC) copper TwinAx 10G SFP+ passive cables

Description: 1m DAC SFP+ cable for up to 1m distance
Description: 3m DAC SFP+ cable for up to 3m distance

Description: 5m DAC SFP+ cable for up to 5m distance

Field Replaceable Units

June 19, 2020

Citrix SD-WAN field replaceable units (FRU) are components that can be quickly and easily removed
from the appliance and replaced by the user or a technician at the user’s site. The FRUs for a Citrix SD-
WAN appliance include DC or AC power supplies, solid-state or hard-disk drives, and a direct attach
cable (DAC).
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Note: The solid-state or hard-disk drive stores your configuration information, and it must be
restored from a backup after the unit is replaced.

Power supply

For appliances containing two power supplies, the second power supply is optional but recom-
mended . Some appliances can accommodate four power supplies, and require two power supplies
as a bare minimum for proper operation. As a best practice, plug in all the power supplies for
redundancy.

The appliance ships with a standard power cord that plugs into the appliance’s power supply and a
NEMA 5-15 plug on the other end for connecting to the power outlet on the rack or in the wall.

If you suspect that a power-supply fan is not working, please see the description of your platform.
On some platforms, what appears to be the fan does not turn, and the actual fan turns only when
necessary.

On each power supply, a bicolor LED indicator shows the condition of the power supply.

Electrical safety precautions for power supply replacement

Make sure that the appliance has a direct physical connection to earth ground during normal use.
When installing or repairing an appliance, always connect the ground circuit first and disconnect it
last.

Never touch a power supply when the power cord is plugged in. As long as the power cord is plugged
in, line voltages are present in the power supply even if the power switch is turned off.

Replace an AC power supply

Most Citrix SD-WAN platforms can accommodate two power supplies. Some platforms can accommo-
date four power supplies. All Citrix SD-WAN appliances function properly with a single power supply,
except the appliances that can accomodate four power supplies. These appliances need two power
supplies for proper operation. The other power supplies serves as a backup. All power supplies must
be of the same type (AC or DC).

Note: If the appliance has only one power supply, you have to shut down the appliance before
replacing the power supply. If the appliance has two power supplies, you can replace one power
supply without shutting down the appliance, provided the other power supply is working , and
if the appliance has four power supplies, you can replace one or two power supplies without
shutting down the appliance, provided the other two power supplies are working.

To install or replace an AC power supply on a Citrix SD-WAN appliance:
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Align the semicircular handle perpendicular to the power supply. Loosen the thumbscrew and
press the lever toward the handle and pull out the existing power supply.

2. Carefully remove the new power supply from its box.

3. Onthe back of the appliance, align the power supply with the power supply slot.
4. Insert the power supply into the slot and press against the semicircular handle until you hear

the power supply snap into place.
Connect the power supply to a power source. If connecting all power supplies, plug separate
power cords into the power supplies and connect them to separate wall sockets.

Note: Citrix SD-WAN appliances emit a high-pitched alert if one power supply fails or if you con-
nect only one power cable to an appliance in which two power supplies are installed. To silence
the alarm, press the small red button on the back panel of the appliance. The disable alarm

button is functional only when the appliance has two power supplies.

Replace a DC power supply

Most Citrix SD-WAN platforms can accommodate two power supplies. Some platforms can accommo-

date four power supplies. All Citrix SD-WAN appliances function properly with a single power supply,

except the appliances that can accomodate four power supplies. These appliances need two power

supplies for proper operation. The other power supplies serves as a backup. All power supplies must
be of the same type (AC or DC).

Note: If the appliance has only one power supply, you have to shut down the appliance before
replacing the power supply. If the appliance has two power supplies, you can replace one power
supply without shutting down the appliance, provided the other power supply is working , and
if the appliance has four power supplies, you can replace one or two power supplies without

shutting down the appliance, provided the other two power supplies are working.

To install or replace a DC power supply on a Citrix SD-WAN appliance:

1.

Loosen the thumbscrew and press the lever towards the handle and pull out the existing power
supply.

2. Carefully remove the new power supply from its box.

3. Onthe back of the appliance, align the power supply with the power supply slot.

4. Insert the power supply into the slot while pressing the lever towards the handle. Apply firm

pressure to insert the power supply firmly into the slot.

5. When the power supply is completely inserted into its slot, release the lever.

6. Connect the power supply to a power source. If connecting all power supplies, plug separate

power cords into the power supplies and connect them to separate wall sockets.
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Solid-state drive

Asolid-state drive (SSD) is a high-performance device that stores data in solid-state flash memory. The

MPX solid-state drives contain the boot loader configuration file, configuration file (ns.conf), licenses,

and for some models, the Citrix SD-WAN software and the user data.

All platforms store the Citrix SD-WAN software on the SSD. The SSD is mounted as /flash.

Replacement solid-state drives (SSDs) contain a pre-installed version of the Citrix SD-WAN software

and a generic configuration file (conf), but they do not contain SSL-related certificates and keys, or

custom boot settings. Configuration files and customized settings must be restored to a replacement

drive from a backup storage location at the customer site, if available.

To replace a solid-state drive:

1.

At the Citrix SD-WAN command prompt, exit to the shell prompt. Type:
shell
Shut down the Citrix SD-WAN appliance by typing the following command at the shell prompt:

shutdown —p now

Locate the SSD on the back panel of the appliance. Push the safety latch of the drive coverto the
right or down, depending on the platform, while pulling out on the drive handle to disengage.
Pull out the faulty drive.

Verify that the replacement SSD is the correct type for the platform.

. Pick up the new SSD, open the drive handle fully to the left or up, and insert the drive into the

slot as far as possible. To seat the drive, close the handle flush with the rear of the appliance so
that the drive locks securely into the slot.

Important: When you insert the drive, make sure that the Citrix product label is at the top if the

drive is inserted horizontally or at the right if the drive is inserted vertically.

1.

Turn on the Citrix SD-WAN appliance. When the appliance starts, it no longer has the previous
working configuration. Therefore, the appliance is reachable only through the default IP ad-
dress of 192.168.10.1, or through the console port.

Perform the initial configuration of the appliance, as described in Initial Configuration. Log on
to the default IP address by using a web browser, or connect to the serial console by using a
console cable, to perform the initial configuration.

Upload a platform license and any optional feature licenses, including universal licenses, to the
Citrix SD-WAN appliance.

Once the correct Citrix SD-WAN software version is loaded, you can restore the working config-
uration.
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Hard disk drive

A hard disk drive (HDD) stores logs and other data files. Files stored on the HDD include the newnslog
files, dmesg and messages files, and any core/crash files. The HDD comes in various capacities, de-
pending on the Citrix SD-WAN platform. Hard drives are used for storing files required at runtime. An
HDD is mounted as /var.

Replace a hard disk drive

A hard disk drive (HDD) stores log files and other user files. Collection of new log files begins upon
boot-up with the new HDD.

To install a hard disk drive:
1. At the Citrix SD-WAN command prompt, exit to the shell prompt. Type:
shell

2. Shut down the Citrix SD-WAN appliance by typing one of the following commands at the shell
prompt.

shutdown —-p now

3. Locate the hard disk drive on the back panel of the appliance.
4. Verify that the replacement hard disk drive is the correct type for the Citrix SD-WAN platform.

5. Disengage the hard disk drive by pushing the safety latch of the drive cover to the right or down,
depending on the platform, while pulling out on the drive handle to disengage. Pull out the
faulty drive.

6. Pick up the new disk drive, open the drive handle fully to the left, and insert the new drive into
the slot as far as possible. To seat the drive, close the handle flush with the rear of the appliance
so that the hard drive locks securely into the slot.

Important: When you insert the drive, make sure that the Citrix product label is at the top.

7. Turnon the Citrix SD-WAN appliance. The appliance starts the Citrix SD-WAN software and reads
the configuration file.

Note

SD-WAN Standard Edition 400 and 410 appliances do not have field replaceable units. The field
replaceable SSD and power supplies are not required.

SD-WAN WANOP/SE 4000 and WANOP 5000 field replaceable units (FRU) are components that can be
quickly and easily removed from the appliance and replaced by the user or a technician at the user’s
site. The FRUs in an SD-WAN WANOP/SE 4000 and WANOP 5000 appliance can include DC or AC power
supplies, and solid-state and hard-disk drives.
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Ports

June 19, 2020
Note

Some Citrix SD-WAN appliances do not require SFP transceivers.

Ports are used to connect the appliance to external devices. The Citrix SD-WAN appliances support
RS232 serial ports, 10/100/1000Base-T copper Ethernet ports, fiber 1G SFP ports, and 10-gigabit fiber
SFP+ ports. All SD-WAN appliances have a combination of some or all of these ports. For details on
the type and number of ports available on your appliance, see the section describing that platform.

RS232 serial port

The RS232 serial console port provides a connection between the appliance and a computer, allowing
direct access to the appliance for initial configuration or troubleshooting.

All hardware platforms ship with an appropriate serial cable used to connect your computer to the ap-
pliance. For instructions on connecting your computer to the appliance, see Installing the Hardware.

Copper ethernet ports

The copper ethernet ports installed on many models of the appliance are standard RJ45 ports.
There are two types of copper Ethernet ports that may be installed on your appliance:

« 10/100BASE-T port. The 10/100BASE-T port has a maximum transmission speed of 100
megabits per second (Mbps). Most platforms have at least one 10/100BASE-T port.

+ 10/100/1000BASE-T port. The 10/100/1000BASE-T port has a maximum transmission speed of 1
gigabit per second, 10 times faster than the other type of copper Ethernet port. Most platforms
have at least one 10/100/1000Base-T port.

To connect any of these ports to your network, you plug one end of a standard Ethernet cable into the
port and plug the other end into the appropriate network connector.

Management ports

Management ports are standard copper Ethernet ports (RJ45), which are used for direct access to the
appliance for system administration functions.
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1G SFP and 10G SFP+ ports

« A1G SFP port can operate at a speed of 1 Gbps. It accepts either a copper 1G SFP transceiver, for
operation as a copper Ethernet port, or a fiber 1G SFP transceiver for operation as a fiber optic
port.

« The 10G SFP+ ports are high-speed ports that can operate at speeds of up to 10 Gbps. You need
a fiber optic cable to connect to a 10G SFP+ port. If the other end of the fiber optic cable is
attached to a 1G SFP port, the 10G SFP+ port automatically negotiates to match the speed of
the 1G SFP port.

Note

The SD-WAN 410-SE appliance can be used as a WAN optimization device, the first port pair has
an apA labeled.

The motherboard port is labeled MGMT for port Eth0.

Power Supply

January 28,2020

Citrix SD-WAN appliances are configured with a single power supply. For an SD-WAN 3000 WANOP
appliance, you can order a second power supply.

Citrix SD-WAN 4000, 5000 WANOP/SE, 4100, and 5100 SE appliances are configured with dual power
supplies but can operate with only one power supply. The second power supply serves as a backup.

For an SD-WAN Standard Edition 410 appliance, a single chassis power switch is supplied. The device
has an external power brick instead of an internal power supply if a desktop form factor is chosen.

Table 1. LED Power Supply Indicators

Power Supply Type LED Color LED Indicates
AC OFF No power to any power
supply.
Flashing RED No power to this power
supply.
Flashing GREEN Power supply is in standby
mode.
GREEN Power supply is functional.
RED Power supply failure.
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Power Supply Type LED Color LED Indicates
DC OFF No power to any power
supply.
Flashing RED No power to this power
supply.
Flashing BLUE Power supply is in standby
mode.
BLUE Power supply is functional.
RED Power supply failure.

Electrical safety precautions for Power Supply replacement

+ Make sure that the appliance has a direct physical connection to earth ground during normal
use. When installing or repairing an appliance, always connect the ground circuit first and dis-
connect it last.

+ Always unplug any appliance before performing repairs or upgrades.

+ Never touch a power supply when the power cord is plugged in. As long as the power cord is
plugged in, line voltages are present in the power supply even if the power switch is turned off.

Replacing an AC Power Supply

Replace an AC power supply with another AC power supply. All power supplies must be of the same
type (AC or DC).

Note: You can replace one power supply without shutting down the appliance, provided the

other power supply is working.

To install or replace an AC power supply on a Citrix SD-WAN 4000/5000 appliance

1. Align the semicircular handle perpendicular to the power supply. Loosen the thumbscrew and
press the lever toward the handle and pull out the existing power supply, as shown in the fol-
lowing figure.

Figure 1. Removing the Existing AC Power Supply
localized image

2. Carefully remove the new power supply from its box.

3. Onthe back of the appliance, align the power supply with the power supply slot.

4. Insert the power supply into the slot and press against the semicircular handle until you hear
the power supply snap into place.

© 1999-2021 Citrix Systems, Inc. All rights reserved. 404


https://docs.citrix.com/en-us/citrix-sd-wan-platforms/media/brsdx-ac-psu-2d.png

Citrix SD-WAN Platforms

Figure 2. Inserting the Replacement AC Power Supply

5. Connect the power supply to a power source. If connecting all power supplies, plug separate

power cords into the power supplies and connect them to separate wall sockets.

Note: SD-WAN 4000/5000 appliances emit a high-pitched alert if one power supply fails or if you
connect only one power cable to an appliance in which two power supplies are installed. To
silence the alarm, press the small red button on the back panel of the appliance. The disable
alarm button is functional only when the appliance has two power supplies.

Replacing a DC Power Supply

Replace a DC power supply with another DC power supply. All power supplies must be of the same
type (AC or DC).

Note: You can replace one power supply without shutting down the appliance, provided the
other power supply is working.

To install or replace a DC power supply on a Citrix SD-WAN 4000/5000 appliance

1. Loosen the thumbscrew and press the lever towards the handle and pull out the existing power
supply, as shown in the following figure.

Figure 3. Removing the Existing DC Power Supply
Lever

Thumbscrew

@

Ll

'@

Handle

2. Carefully remove the new power supply from its box.
3. Onthe back of the appliance, align the power supply with the power supply slot.

© 1999-2021 Citrix Systems, Inc. All rights reserved. 405



Citrix SD-WAN Platforms

4. Insert the power supply into the slot while pressing the lever towards the handle. Apply firm
pressure to insert the power supply firmly into the slot.
Figure 4. Inserting the Replacement DC Power Supply

5. When the power supply is inserted into its slot, release the lever.
6. Connect the power supply to a power source. If connecting all power supplies, plug separate
power cords into the power supplies and connect them to separate wall sockets.

Note: SD-WAN 4000/5000 appliances emit a high-pitched alert if one power supply fails or if you
connect only one power cable to an appliance in which two power supplies are installed. To
silence the alarm, press the small red button on the back panel of the appliance. The disable
alarm button is functional only when the appliance has two power supplies.

An SD-WAN 2000 appliance can accommodate only one power supply, which is not field replaceable.
An SD-WAN 3000 appliance has only one power supply, but you can order and install a second power

supply.

To install or replace an AC power supply in an SD-WAN 3000 appliance

1. If replacing an existing power supply, align the semicircular handle, so that it is perpendicular
to the power supply, loosen the thumbscrew, press the lever toward the handle and pull out the
existing power supply.

2. Carefully remove the new power supply from its box.

3. Onthe back of the appliance, align the power supply with the power supply slot.

4. Insert the power supply into the slot and press against the semicircular handle until you hear
the power supply snap into place.

5. Connect the power supply to a power source.

Note

You can replace one power supply without shutting down the appliance, provided the other
power supply is working.
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Solid-State Drive

May 23,2019

A solid-state drive (SSD) is a high-performance device that stores data in solid-state flash memory.

Replace solid-state drive

The SD-WAN 4000/5000 software is stored on the solid-state drive (SSD).

For Citrix SD-WAN 410 appliance, the on-board SATA disk controller must support at least two devices.
Support for SATAv3 (6 Gbps) is available.

To replace a solid-state drive

1. Shutdown the appliance.

2. Locate the SSD on the back panel of the appliance. Push the safety latch of the drive cover
to the right or down, depending on the platform, while pulling out on the drive handle to
disengage. Pull out the faulty drive.

Figure 1. Removing the Existing Solid-State Drive
Solid State Drive
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3. Verify that the replacement SSD is the correct type for the platform.

4. Pick up the new SSD, open the drive handle fully to the left or up, and insert the drive into the
slot as far as possible. To seat the drive, close the handle flush with the rear of the appliance so
that the drive locks securely into the slot.

Important: When you insert the drive, make sure that the Citrix product label is at the top if the
drive is inserted horizontally or at the right if the drive is inserted vertically.

Figure 2. Inserting the Replacement Solid-State Drive
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5. Turn on the appliance.

6. Log on to the default IP address by using a web browser, or connect to the serial console by
using a console cable, to perform the initial configuration.

Hard Disk Drive

June 19,2020

The Citrix SD-WAN virtual machines are hosted on the hard-disk drive.

Replace hard disk drive

Verify that the replacement hard disk drive is the correct type for the SD-WAN 4000/5000 platform.

To install a hard disk drive

1. Shutdown the appliance.
2. Locate the hard disk drive on the back panel of the appliance.

3. Disengage the hard disk drive by pushing the safety latch of the drive cover to the right or down,
depending on the platform, while pulling out on the drive handle to disengage. Pull out the
faulty drive.

Figure 1. Removing the Existing Hard Disk Drive
Hard Disk Drive Safety Latch
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4. Pick up the new disk drive, open the drive handle fully to the left, and insert the new drive into
the slot as far as possible. To seat the drive, close the handle flush with the rear of the appliance
so that the hard drive locks securely into the slot.

Important: When you insert the drive, make sure that the Citrix product label is at the top.

Figure 2. Inserting the Replacement Hard Disk Drive
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5. Turn on the appliance.

Install and Remove 1G SFP Transceivers

May 23, 2019

Note: Some SD-WAN 4000/5000 appliances do not require SFP transceivers.

A Small Form-Factor Pluggable (SFP) is a compact transceiver that can operate at speeds of up to 1 gi-
gabit per second and is available in both copper and fiber types. Inserting a 1G SFP copper transceiver
converts the 1G SFP port to a 1000BASE-T port. Inserting a 1G SFP fiber transceiver converts the 1G
SFP port to a 1000BASE-X port. Auto-negotiation is enabled by default on the 1G SFP port into which
you insert your 1G SFP transceiver. When a link between the port and the network is established, the
speed and mode are matched on both ends of the cable.

Insert 1G SFP transceivers into the 1G SFP ports on the front panel of the appliance. Frequent instal-
lation and removal of transceivers shortens their life span. Follow the removal procedure carefully to
avoid damaging the 1G SFP transceiver or the appliance.

Warning: SD-WAN 4000/5000 appliances do not support 1G SFP transceivers from vendors
other than Citrix Systems. Attempting to install third-party 1G SFP transceivers on your SD-WAN
4000/5000 appliance voids the warranty. Do not install the transceivers with the cables attached.
Doing so can damage the cable, the connector, or the optical interface of the transceiver.

To install a 1G SFP transceiver

1. Remove the 1G SFP transceiver carefully from its box.
Danger: Do not look directly into fiber optic transceivers or cables. They emit laser beams that
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can damage your eyes.

Align the 1G SFP transceiver to the front of the 1G SFP transceiver port on the front panel of the
appliance, as shown in the following figure.

Hold the 1G SFP transceiver between your thumb and index finger and insert it into the 1G SFP
transceiver port, pressing it in until you hear the transceiver snap into place.

4. Lock the transceiver.

Verify that the LED is green and blinks twice, which indicates that the transceiver is functioning
correctly.

If you are using a fiber 1G SFP transceiver, do not remove the dust caps attached to the
transceiver and the cable until you are ready to insert the cable.

Note

The illustration in the following figures might not represent your actual appliance.

To remove a 1G SFP transceiver

1.

Disconnect the cable from the 1G SFP transceiver. If you are using a fiber optic cable, replace
the dust cap on the cable before putting it away.

Danger: Do not look directly into fiber optic transceivers or cables. They emit laser beams that
can damage your eyes.

2. Unlock the 1G SFP transceiver.
3. Hold the 1G SFP transceiver between your thumb and index finger and slowly pull it out of the

port.

4. If you are removing a fiber 1G SFP transceiver, replace the dust cap before putting it away.

Put the 1G SFP transceiver into its original box or another appropriate container.
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Install and Remove 10G SFP+ Transceivers

May 23,2019
Warning

Do not install the transceivers with the cables attached. Doing so can damage the cable, the
connector, or the optical interface of the transceiver.
Note

Some SD-WAN 4100/5100 appliances do not require SFP+ transceivers.

A 10-Gigabit Small Form-Factor Pluggable (SFP+) is a compact optical transceiver that can operate at
speeds of up to 10 gigabits per second. Autonegotiation is enabled by default on the 10G SFP+ ports
into which you insert your 10G SFP+ transceiver. When a link between the port and the network is
established, the mode is matched on both ends of the cable and for 10G SFP+ transceivers, the speed
is also autonegotiated.

Insert the 10G SFP+transceiversinto the 10G SFP+ ports on the front panel of the appliance. Frequent
installation and removal of transceivers shortens their life span. Follow the removal procedure care-
fully to avoid damaging the transceiver or the appliance.

Important

SD-WAN 4100/5100 appliances do not support 10G SFP+ transceivers provided by vendors other
than Citrix Systems. Attempting to install third-party 10G SFP+ transceivers on your SD-WAN
4100/5100 appliance voids the warranty.

To install a 10G SFP+ transceiver

1. Remove the 10G SFP+ transceiver carefully from its box.

2. Align the 10G SFP+ transceiver to the front of the 10G SFP+ transceiver port on the front panel
of the appliance.

3. Hold the 10G SFP+ transceiver between your thumb and index finger and insert it into the 10G
SFP+ transceiver port, pressing it in until you hear the transceiver snap into place.

4. Move the locking hinge to the DOWN position.

5. Verify that the LED is green and blinks twice, which indicates that the transceiver is functioning
correctly.

6. Do not remove the dust caps attached to the transceiver and cable until you are ready to insert
the cable.

Warning

Do not look directly into fiber optic transceivers and cables. They emit laser beams that can
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damage your eyes.

To remove a 10G SFP+ transceiver

1.

Disconnect the cable from the 10G SFP+ transceiver. Replace the dust cap on the cable before

putting it away.

2. Unlock the 10G SFP+ transceiver by moving the locking hinge to the UP position.
3. Hold the 10G SFP+ transceiver between your thumb and index finger and slowly pull it out of

the port.

4. Replace the dust cap on the transceiver before putting it away.

Put the 10G SFP+ transceiver into its original box or another appropriate container.

Regulatory compliance

November 17, 2020

Supplier’s declaration of conformity

The FCC Compliance Statements listed on this page apply to all Citrix SD-WAN hardware models.

Responsible Party - U.S. Contact Information:

Citrix Systems, Inc.

4988 Great America Parkway
Santa Clara, CA

95054 USA

compliance.prime@citrix.com
<!--NeedCopy-->

This device complies with part 15 of the FCC Rules. Operation is subject to the following two condi-

tions:

1. This device might not cause harmful interference.
2. This device must accept any interference received, including interference that might cause un-

desired operation.

Note

This equipment has been tested and found to comply with the limits for a Class A digital device,
according to part 15 of the FCC Rules. These limits are designed to provide reasonable protec-

tion against harmfulinterference when the equipment is operated in a commercial environment.

This equipment generates, uses, and can radiate radio frequency energy. If not installed and
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used in accordance with the instruction manual, this equipment might cause harmful interfer-
ence to radio communications. Operation of this equipment in a residential area might cause
harmful interference. Users are required to correct the interference at their own expense.

Citrix SD-WAN 110-LTE-WIiFi-SE compliance

For information on Citrix SD-WAN 110-LTE-WiFi-SE compliance and declaration of conformity see the
following links:

o Citrix SD-WAN 110-LTE-WiFi-SE Compliance
» EU Declaration of Conformity

Citrix SD-WAN 110-WiFi-SE compliance

For information on Citrix SD-WAN 110-WiFi-SE compliance and declaration of conformity see the fol-
lowing links:

+ Citrix SD-WAN 110-WiFi-SE Compliance
+ EU Declaration of Conformity

Taiwan BSMI RoHS statement

May 23,2019

The following tables are a declaration of the presence condition of restricted substances in Citrix SD-
WAN hardware appliances.
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