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NetScaler release notes

June 12,2023

Release notes describe how the software has changed in a particular build, and the issues known to
exist in the build.

The release notes document includes all or some of the following sections:

+ What’s New: The enhancements and other changes released in the build.

« Fixed Issues: The issues that are fixed in the build.

+ Known Issues: The issues that exist in the build.

+ Points to Note: The important aspects to keep in mind while using the build.
« Limitations: The limitations that exist in the build.

Note

+ The [# XXXXXX] labels under the issue descriptions are internal tracking IDs used by the
NetScaler team.

+ These release notes do not document security related fixes. For a list of security related
fixes and advisories, see the security bulletin.

Release Notes for NetScaler 14.1-8.50 Build

October 9, 2023

This release notes document describes the enhancements and changes, fixed and known issues that
exist for the NetScaler release Build 14.1-8.50.

Notes

« Thisrelease notes document does not include security related fixes. For a list of security related
fixes and advisories, see the Citrix security bulletin.

+ Build 14.1-8.50 and later builds address the security vulnerabilities described in https://support.
citrix.com/article/CTX579459.

What’s New

The enhancements and changes that are available in Build 14.1-8.50.
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Analytics Infrastructure

+ Support for directly exporting time series metrics to Splunk

You can now directly export time series metrics from NetScaler to Splunk. You can visualize the
exported data using Splunk dashboards to get meaningful insights.

[ NSANINFRA-3349 ]

Miscellaneous

+ Authentication token to upload technical support bundle

When uploading the technical support bundle directly from NetScaler to the Citrix technical sup-
port server, you now need an authentication token. Previously, you needed Citrix username
and password to upload the technical support bundle. For more information, see How to gen-
erate technical support bundle for resolving appliance issues.

[ NSTOOLS-3019]

NetScaler Gateway

« Smart control enhancements for virtual channels

NetScaler Gateway extends the capabilities of the SmartControl feature to more ICA virtual
channels of Citrix Virtual Apps and Desktops. This extension improves the interaction between
NetScaler Gateway and the ICA virtual channels.

To leverage the capability of the extended SmartControl feature, you can use the following CLI
parameters in the

add ica accessprofile <name>command.

ClientTWAINDeviceRedirection
WIARedirection
DragAndDrop

SmartCardRedirection
FIDO2Redirection

For more information, see Configuring Smartcontrol.
[ GOPHDX-3259]
« Support for new version of reducer for HDX

NetScaler Gateway supports a new version of the reducer for HDX. Reducer for HDX is a general
purpose compressor that works across virtual channels. The new reducer improves the overall
performance of NetScaler Gateway with the following capabilities:
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- Reduces the network bandwidth utilization for ICA sessions.
- Provides a faster response.

[ GOPHDX-1352]

NetScaler SDX Appliance

+ User Session Limit in the Management Service

In Configuration > System > User Administration > Groups, members of admin and read-only
groups are assigned 40 user sessions by default. Members of other groups are assigned 20 user
sessions by default.

For more information, see Configure authentication and authorization settings.
[ NSSVM-5772 ]
+ Changes to the warning message when removing a cluster node

In a cluster setup, the following warning now appears in the Management Service GUl when you
remove a node on which the spotted configuration backup feature is supported:

“All spotted configurations will be lost. Take a backup of the spotted configurations for node
ID (node ID to be deleted) using the command shell spottedconfig <node ID to be
deleted> from the CLI.

Are you sure you want to remove the cluster node?”

Earlier, the warning was displayed even if the node did not support the spotted configuration
backup feature.

[ NSSVM-5657 ]
+ Rebranding changes

Citrix SDX is now rebranded to NetScaler SDX. To align with the new branding, the SDX GUI is
also updated.

[ NSSVM-5554 ]

NetScaler Web App Firewall

« Binding Web App Firewall policy to a VPN virtual server

You can now protect all your applications that are behind the VPN virtual server by binding the
Web App Firewall policy to the VPN virtual server.

For more information, see Binding Web App Firewall policies.

[ NSWAF-9727 ]

© 1999-2023 Cloud Software Group, Inc. All rights reserved. 64


https://docs.netscaler.com/en-us/sdx/current-release/configuring-management-service/configuring-authentication-authorization-settings#add-a-user-group
https://docs.netscaler.com/en-us/citrix-adc/current-release/application-firewall/policies/firewall-policies/binding_policies.html#to-bind-an-web-app-firewall-policy-by-using-the-gui

NetScaler 14.1

Networking

+ Large Scale NAT feature deprecated
The Large Scale NAT feature of the NetScaler is deprecated in this release.

Note: Deprecated features are not removed immediately. The NetScaler appliance continues
to support the deprecated feature until it is removed in a future release.

[ NSNET-27990 ]
« Support for listing the spotted configuration in a cluster node

To avoid the loss of spotted configuration, you can now list the spotted configuration of a clus-
ter node using the shell spottedconfig <nodeID> command and take a backup before
removing the node from the cluster. For more information, see Removing a cluster node.

[ NSNET-24559 ]

Platform

« Connection draining support for standby servers in AWS Autoscaling group

When a back-end server in the AWS Autoscaling group is changed from the InService state into
the Standby state, NetScaler VPX stops sending any new client connections to the server in the
Standby state. However, the Standby server continues to handle the existing client connections
until they are closed. The Standby servers are still part of the Autoscaling group but they do
not actively handle new traffic from the load balancer. Use this feature to achieve connection
draining for Standby servers. You can put the servers into the Standby state in scenarios, such
as to update or troubleshoot the server, or to scale down based on the use case.

Earlier, NetScaler VPX used to send the new client connections also to the serversin the Standby
state.

[ NSPLAT-27119]
« Removal of support for NetScaler MPX 11500

NetScaler MPX11500/13500/14500/16500/18500/20500 and MPX 11504/11515/11520/11530/11540/11542
are not supported with NetScaler firmware 14.1.

[ NSPLAT-26924 ]
« Support for a new SNMP MIB for the rate limit metric

Added a new SNMP MIB for getting packets per second and bits per second for the NetScaler.
This MIB help you to understand the current rate limit metric for NetScaler. For more informa-
tion, see Citrix ADC 14.1 SNMP OID Reference.

[ NSPLAT-26679 ]
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« Support for Mellanox ConnectX5 NIC

NetScaler VPX on Linux KVM now supports Mellanox ConnectX5 NIC. For more information, see
VPX platforms vs. NIC matrix table.

[ NSPLAT-26640 ]
Support for AWS M6i instance type

NetScaler VPX on AWS cloud now supports the M6i instance type. For more information, see
AWS-VPX support matrix.

[ NSPLAT-25994 |
Support for updated NIC driver and firmware on NetScaler SDX with 10G/25G/40G NICs

When you upgrade to Single Bundle Image (SBI) version 14.1-8.50 and later or 13.1-50.x and
later, the 10G/25G/40G NIC driver and firmware are automatically upgraded to version 8.70 on
the following platforms. NIC firmware version 8.70 remediates CVE-2020-8690, CVE-2020-8691,
CVE-2020-8692, and CVE-2020-8693.

- SDX 8900

- SDX 14000-40G
- SDX 15000

- SDX 15000-50G
- SDX25000-40G
- SDX 16000

- SDX 9100

- SDX 26000

- SDX26000-50S

[ NSPLAT-23460 ]

Policies

SSL

+ Preconfiguration check tool enhanced to validate deprecated commands and parameters

The preconfiguration check tool, which is recommended to be run before upgrading the
NetScaler, now checks for configurations related to deprecated parameters and commands in
a release. For more information, see Preconfiguration check tool.

[ NSPOLICY-5183 ]

« Setting SSL parameters on SSL entities is due to be deprecated
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Setting SSL parameters on SSL entities is soon going to be deprecated. Use the default (en-
hanced) profile to set these parameters.

For information about the default profile, see Enable the default profile.

For information about migrating your configuration to the default profile, see Migrate the SSL
configuration to the enhanced SSL profile.

[ NSSSL-12424]
+ Log certificate-key pair loading failure during reboot

After a certificate file or a private key file is uploaded into the NetScaler memory, any changes
to the source files are not reflected unless the appliance is rebooted. The reboot might fail for
reasons, such as the certificate file is updated but the key file is not updated, the updated file is
corrupted, the new key file is password protected, or the password is changed.

Any errors in adding a certificate-key pair due to changes to the certificate or key file are now
logged.

For more information see Log certificate-key pair loading failure during reboot.

[ NSSSL-11980 ]

System

« HTTP QUIC VPN virtual server

You can now use HTMLS5 on your browser to send ICA traffic over QUIC to launch Citrix DaaS ses-
sions. Create a VPN virtual server of service type HTTP QUIC using the CLI to launch Citrix Daa$S
applications over QUIC on HTMLS5 clients, without a client plug-in software. For more informa-
tion, see HTTP QUIC VPN virtual server.

[ NSBASE-16981]

Fixed Issues

The issues that are addressed in Build 14.1-8.50.

Analytics Infrastructure

+ The NetScaler might crash if all the following conditions are met:

- Events, audit logs, or metrics is enabled in analytics profile or AppFlow parameters.
- Aresponse side rewrite policy is configured.

[ NSHELP-35550 ]
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After restarting NetScaler, the SNMP alarm gets automatically re-enabled even if it was previ-
ously disabled.

[ NSHELP-34745]

A NetScaler with multifactor authentication configured crashes during a policy evaluation.

[ NSHELP-33674]

After a reboot, if the newnslog configuration file is empty, then VPX keeps rebooting.
[ NSHELP-33373]

» The show syslogAction command displays an unresolved IP address in the output when
both of the following conditions are met:

- SYSLOG action with a domain name on transport mode UDP is used.
- ICMP is disabled on the server.

This issue occurs because the ping-default monitor marks the service as DOWN since the server
is not reachable through ICMP. Therefore, the IP address is not displayed in the output even if it
is resolved.

[ NSHELP-32886, NSHELP-33392 ]

+ Inacluster environment, NetScaler might see nsppe crash when a syslog policy isbound to a lb
vserver.

[ NSHELP-30983, NSANINFRA-21 ]

Authentication, authorization, and auditing

« After an upgrade, users cannot reset the expired NetScaler Gateway password. This issue oc-
curs when StoreFront authentication with a dual authentication login schema is configured as
a second factor in an nfactor flow.

[ NSHELP-35631]

+ Inthe NetScaler GUI Authentication Servers page (Configuration > Authentication > Dashboard),
the Status column fails to load correctly and the message “In progress small image” appears.
This issue occurs for entries where the server configuration is in progress.

[ NSHELP-34534 ]
+ Kerberos SSO might fail when there are large number of incoming requests at the same time.
[ NSHELP-34177]

+ NetScaler configured as a SAML service provider might send two responses to a SAML logout
request. This issue occurs when the logout request contains the “SAML Request” parameter.

[ NSHELP-32555 ]
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+ NetScaler might crash if one of the following authentication methods is used as a second factor
and there are subsequent factors that are configured and require user interaction in an nFactor
flow.

- SAML
- OAuth
- Client certificate

[ NSHELP-29573, NSCXLCM-492, NSCXLCM-872, NSCXLCM-1216, NSHELP-32631, NSHELP-32765
]

Load Balancing

« In traffic domain deployments, load balancing of DNS queries might fail when netprofile is
bound to the DNS virtual server.

[ NSHELP-35675 ]

« The NetScaler might crash when you reference a domain-name based service (DBS) after the
following sequence of conditions is met:

1. Alocation entry is configured for the IP address to which the DBS domain name resolves.

2. The DBS domain name is removed resulting in an NXDOMAIN response from the name
server.

3. The location entry is removed.

[ NSHELP-35370 ]

« In rare cases, NetScaler might crash when persistence is configured for a virtual server of type
TCP.

[ NSHELP-35360 ]

« In an HA setup, the static proximity database might fail to load when the secondary node is
rebooted.

[ NSHELP-35271]
« The NTLM monitor does not support the following options:

- Concurrent probing by monitors of both NTLM version 1 and version 2 configurations.

- Directing the probe to the IP address of the server when the URL in “scriptArg” parameter
resolves to a different IP address.

- NTLM version 2.

[ NSHELP-35185]

« Services that are bound to user monitors might be intermittently unavailable if more than 30
services are bound to a user monitor.
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[ NSHELP-34669, NSCXLCM-1373]

+ The probes to the StoreFront user monitor might fail due to an incorrect timeout calculation.
This issue occurs when the timeout value is set to 1 or 2 seconds when configuring the Store-
Front user monitor.

[ NSHELP-34418]

+ High CPU usage might be seen if static proximity is configured as the GSLB method and client
location lookup from the database fails.

[ NSHELP-33823]

+ In a high availability setup, removing a partition after failover might result in high CPU usage.
[ NSHELP-33701]

+ NetScaler might crash when the following conditions are met:

- Aload balancing virtual server is configured with a redirect URL in multiple partitions.
- A memory recovery is triggered.

[ NSHELP-33638, NSCXLCM-227, NSCXLCM-509 ]

+ In SOA contactinformation, when you enter an email address with more than one dot character
(for example, john.doe.example.com), it translates to john@doe.example.com. You can now
use a backslash (“\”) as an escape character. As a result, john.doe.example.com translates to

john.doe@example.com.
[ NSHELP-33610]

« The cacheredirection feature is disabled but the virtual server still processes the traffic. This is-
sue occurs when the IP address and port number of a cache redirection virtual server are added
to a GSLB service.

[ NSHELP-33495]

« When performing incremental synchronization, full synchronization is triggered if the ‘respti-
meout’ parameter is modified for the monitor.

[ NSHELP-31987]
+ NetScaler might crash when the monitor probe fails for a few internal virtual servers.
[ NSHELP-30985]

+ Extra CNAME records are seen in the running configuration when you perform the following
steps using the NetScaler GUI:

1. Create a GSLB virtual server with DNS record type CNAME
2. Configure a DNS record type CNAME
3. Save the configuration

© 1999-2023 Cloud Software Group, Inc. All rights reserved. 70



NetScaler 14.1

This issue is cosmetic and does not affect the functionality.

[ NSHELP-29217 ]

Miscellaneous

When NetScaler removes a NetScaler-generated cookie from an incoming HTTP request before
it is sent to an upstream HTTP server, the upstream server might refuse the request. This issue
occurs because deleting the cookie name-value pair can result in the cookie header field not
meeting the HTTP protocol specification.

[ NSHELP-35855 ]

NetScaler Gateway

NetScaler might crash when the following conditions are met:

- Thereis an active ICA connection over EDT.
- AUDP service with the same IP address and port number as that of the Citrix VDA is added.
- There are connectivity issues between NetScaler Gateway and Citrix VDA.

[ NSHELP-35637 ]

NetScaler Gateway fails to report VPN login sessions to NetScaler ADM. This issue occurs when
users log in to NetScaler Gateway through Citrix Workspace app.

[ NSHELP-35367 ]

NetScaler crasheswhen an EDT ICA connectionislaunched. Thisissue occurs when the AppFlow
analytics profile for HDX insight is bound to a VPN virtual server.

[ GOPHDX-5014 ]

In the NetScaler GUI, the SAML IdP policy binding with the VPN virtual server is not displayed
even though the binding is successful.

[ NSHELP-35663]
NetScaler crashes if all of the following conditions are met:

- VPN virtual server is configured with an IPv6 address.
- Only IPv4 IIP addresses (no IPv6 IIP addresses) are configured on the IPv6 virtual server.

[ NSHELP-35559 ]

Sometimes after an upgrade, the NetScaler GUI might not be accessible over HTTP if you are
connected to VPN through NetScaler Gateway.

[ NSHELP-35015 ]
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+ NetScaler configured with HDX Insight might reboot when the secondary node receives the
packets for processing.

[ NSHELP-34152]

+ NetScaler Gateway reports authorized access requests as SSO failures to NetScaler ADM. As a
result, The Gateway > Gateway Insight page on the NetScaler ADM Ul displays incorrect SSO
failure reports causing false alarms.

[ NSHELP-27992 ]

NetScaler SDX Appliance

+ On NetScaler SDX FIPS, while provisioning or modifying a NetScaler instance, the “Enable FIPS”
option is not available.

[ NSSVM-5848 ]

+ You cannot enable the internal management network for NetScaler VPX if the VPX is upgraded
from a version where the internal management network is not supported to a version where it
is supported.

[ NSSVM-5634 ]

« If the IP addresses of VPXs present in NetScaler SDX have a different number of digits in their
respective octets, the snmpwalk get call might not return a response for all the VPXs.

[ NSHELP-35877 ]

+ Validation on maximum throughput check for LACP channel creation using 25G, 40G, or 100G
ports fails.

[ NSHELP-35743 ]

NetScaler Secure Web Gateway

« Inrare cases, NetScaler might crash during packet capture. This issue might occur when a TCP
profile variable in the PCB structure has a NULL value.

[ NSHELP-36081]

NetScaler Web App Firewall

« The BOT rate limit traffic filter internally works as a Smooth filter even though it’s configured as
a Bursty filter.

[ NSHELP-36095 ]
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NetScaler might crash when the Web App Firewall profile has signatures bound to it that check
for SQL injection protection.

[ NSHELP-35989]

When using the URL transform policy to update the host header, the response header is updated
with the port number twice.

[ NSHELP-35840]

You cannot edit or delete the JSON cross-site scripting relaxation rules using the NetScaler GUI
if the rules are configured with a key-value pair.

[ NSHELP-35610]

In arare case, NetScaler might crash when the configured memory is low and Web App Firewall
profile is used.

[ NSHELP-35463]

Networking

In dedicated mode, NetScaler BLX uses ports 9080 and 9443 as default management ports for
HTTP and HTTPS instead of ports 80 and 443.

[ NSNET-30095 ]

When you bind a route monitor from a non-default partition, the following error message ap-
pears:

“Operation not permitted”

However, the status of the route monitor is shown as UP if the corresponding route is present
in a non-default partition.

[ NSNET-28589 ]

After upgrading NetScaler BLX, blx-managed-host and host-ipaddress parameters are
missing in the new blx.config file. This results in a loss of access to the managed host IP
address.

[ NSHELP-36092 ]

The VTYSH terminal displays “more” at the end of show command output before getting back
to the VTYSH prompt. This issue is caused because the underlying FreeBSD OS of the NetScaler
appliance has been upgraded to version 11.4.

[ NSHELP-35829 ]

When you delete one of the admin partitions, NetScaler might also delete the packet buffer of
other partitions. As a result, NetScaler might crash when you delete a partition for which the
packet buffer was deleted.
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[ NSHELP-35595 ]

+ When a NetScaler appliance, which contains a large integrated cache or a large scale NAT con-
figuration, is upgraded from release 12.1 or 13.0 to release 13.1 or 14.1, the recovery time from
a packet engine crash is relatively longer than the pre upgraded version.

[ NSHELP-33797 ]

Platform

The NetScaler VPX instances that support Azure accelerated networking with Mellanox Con-
nectX3 NICs might drop traffic intermittently.

[ NSHELP-35666 ]

+ When you create a cloud profile for adding the AWS Autoscaling service to a NetScaler VPX in-
stance, it might fail if service control policies are globally configured.

[ NSHELP-35562 ]

+ On NetScaler SDX with Intel Fortville NICs, the Management CPU usage by a VPX instance in-
creases by 1% for every Fortville interface added to the VPX instance.

[ NSHELP-35445, NSCXLCM-768 ]

SSL

+ NetScaler might crash while deleting the default CA certificate group if memory usage is high
on the NetScaler and the config is cleared frequently.

[ NSHELP-35441]

+ You might see a high memory buildup with DTLS traffic on the NetScaler because memory is
not properly freed while handling a retransmitted handshake flight from a client.

[ NSHELP-35359, NSCXLCM-999, NSCXLCM-1968 ]

« The upload might fail when the client application uploads a large file with padding overa TLS1.3
SSL connection. The failure occurs because the TCP receive buffer is full since the padded bytes
are not released from the receive buffer.

[ NSHELP-34490 ]

+ A NetScaler appliance, containing Intel Coleto or Intel Lewisburg chips, might crash if DH 512
cipheris used during key exchange.

[ NSHELP-34094 ]
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« On NetScaler platforms containing Coleto chips, SSL renegotiation handshake fails when the
size of the handshake message is greater than the quantum size.

[ NSHELP-33924]

+ InaNetScaler deployment with an SSL_TCP (front-end) virtual server and a TCP (back-end) ser-
vice, the client request might intermittently fail. The failure occurs because the NetScaler for-
wards the SSL client hello message received on the front end, but the back end is unable to
process it and the request fails.

[ NSHELP-32806 ]

System

+ NetScaler might send incorrect responses when both AppFlow and HTTP Compression features
are enabled.

[ NSHELP-35862 ]

» When NetScaler receivesa CONNECT HTTP request on a client TCP connection, it does not reuse
the previous server TCP connection on which a “407 Proxy Authentication Required” HTTP re-
sponse is already sent. Instead, NetScaler forwards the CONNECT HTTP request on a new TCP
connection to the back end server. Forwarding the request on a new TCP connection breaks
proxy authentication protocols such as NTLM, that require exchange of multiple HTTP authen-
tication messages on the same TCP connection.

[ NSHELP-35717, NSCXLCM-1514, NSCXLCM-1835, NSCXLCM-1910 |

« In rare cases, NetScaler might crash when the front end optimization (FEO) feature is enabled.
[ NSHELP-34861]

+ NetScaler might stop the data transfer if the following conditions are met:

- Multiple features are enabled.
- More than one feature tries to delete the same part of the TCP or HTTP payload.

[ NSHELP-33793, NSCXLCM-1512, NSCXLCM-1954 ]

+ NetScaler might stall the data transfer on an HTTP/2 connection when an HTTP-based feature
tries to buffer a large amount of application data.

[ NSHELP-32612 ]

+ The NetScaler appliance configured with an SSL service crashes when the appliance receives a
TCP FIN control packet followed by a TCP RESET control packet.

[ NSHELP-31656 ]
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User Interface

« When you create an HA pair using the NetScaler GUI, the following error message appears:
“Invalid argument [rpcnode_password]”

[ NSHELP-36192 ]

+ In the NetScaler GUI, when you edit a GSLB virtual server the policy section is not listed in the
GSLB Virtual Server page after binding a load balancing policy to the virtual server.

[ NSHELP-35899 ]

+ You cannot access the System upgrade page using GUI or SSH after you upgrade the NetScaler
using the GUI.

[ NSHELP-35785]

« Cipher settings for a load balancing virtual server of type DTLS cannot be configured using the
GUI when the SSL default profile is enabled.

[ NSHELP-35704]

« If the Value field of the Configure LB Actions page contains spaces, the GUI does not show any
error message. When you edit the Value field containing spaces, the GUI replaces the space with
a comma leading to an invalid configuration.

[ NSHELP-35532]

+ You might observe high management CPU usage in a NetScaler appliance when both of the
following conditions are met:

- Admin partitions are configured on the appliance.
- The appliance is managed by NetScaler ADM.

[ NSHELP-34825, NSCXLCM-192, NSCXLCM-501, NSCXLCM-1279 ]

Known Issues

The issues that exist in release 14.1-8.50.

Analytics Infrastructure

« In a cluster deployment, if you run force cluster sync command on a non-CCO node, the
ns.log file contains duplicate log entries.

[ NSANINFRA-2850, NSGI-1293 ]

« When you install NetScaler ADM on a Kubernetes cluster, it does not work as expected because
the required processes might not come up.
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Workaround : Reboot the Management pod.

[ NSANINFRA-1504 ]

Authentication, authorization, and auditing

+ A NetScaler crashes when the following conditions are met:

- 401-based certificate authentication happens through a load balancing virtual server.
- Thereis no authentication policy that is bound to an authentication virtual server.
- Debuglogging is enabled.

[ NSAUTH-13259]

« Administrators cannot perform custom logging for authentication failures that happen due to
invalid credentials. This issue occurs because the NetScaler responder policies fail to detect
errors for login failures.

[ NSAUTH-11151]

+ ADFS proxy profile can be configured in a cluster deployment. The status for a proxy profile is
incorrectly displayed as blank upon issuing the following command.

show adfsproxyprofile <profile name>

Workaround: Connect to the primary active NetScaler in the cluster and run the show
adfsproxyprofile <profile name>command. It would display the proxy profile status.

[ NSAUTH-5916 ]

+ The Configure Authentication LDAP Server page on the NetScaler GUI becomes unresponsive if
you pursue the following steps:

- The Test LDAP Reachability option is opened.
- Invalid login credentials are populated and submitted.
- Valid login credentials are populated and submitted.

Workaround: Close and open the Test LDAP Reachability option.

[ NSAUTH-2147]

Load Balancing

+ In a high-availability setup, subscriber sessions of the primary node might not be synchronized
to the secondary node. This is a rare case.

[ NSLB-7679]
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NetScaler Gateway

+ Sometimes while browsing through schemas, the error message “Cannot read property ‘type’
of undefined” appears.

[ NSHELP-21897 ]

« The Windows OS option is not listed in the Expression Editor drop-down list for pre-
authentication policies and authentication actions on the NetScaler GUI. However, if you
have already configured the Widows OS scan on a previous NetScaler build using the GUI or
the CLI, the upgrade does not impact the functionality. You can use the CLI to make changes, if
required.

Workaround:
Use the CLI commands for the configuration.

- To configure advanced EPA action in nFactor authentication, use the following command.
add authentication epaAction adv_win_scan -csecexpr “sys.client_expr(“sys_0_WIN-
OS_NAME_anyof_WIN-10[COMMENT: Windows 0S]”)”

- To configure a classic pre-authentication action, use the following commands.
add aaa preauthenticationaction win_scan_action ALLOW
add aaa preauthenticationpolicy win_scan_policy “CLIENT.SYSTEM(‘WIN-OS_NAME_anyof_WIN-
10[COMMENT: Windows OS]’) EXISTS” win_scan_action

[ CGOP-22966 ]

+ To use Always On VPN before Windows Logon functionality, it is recommended that you upgrade
your NetScaler Gateway to 13.0 or later. This enables you to leverage the additional enhance-
ments introduced in release 13.0 that are not available in the 12.1 release.

[ CGOP-19355]
+ An error message appears when you add or edit a session policy from the NetScaler GUI.
[ CGOP-11830]

+ In Outlook Web App (OWA) 2013, clicking Options under the Setting menu displays a Critical
error dialog box. Also, the page becomes unresponsive.

[ CGOP-7269 ]

NetScaler Secure Web Gateway

+ A NetScaler appliance might restart due to management CPU stagnation if connectivity issue
occurs with the URL Filtering third party vendor.

[ NSHELP-22409 ]
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Networking

+ The following interface operations are not supported for Intel X710 106G (7i40e) interfaceson
a NetScaler BLX appliance with DPDK:

- Disable
- Enable
- Reset

[ NSNET-16559 ]

« Installation of a NetScaler BLX appliance might fail on a Debian based Linux host (Ubuntu ver-
sion 18 and later) with the following dependency error:

“The following packages have unmet dependencies: blx-core-libs:i386 : PreDepends: libc6:i386
(>=2.19) butitis not installable”

Workaround: Run the following commands in the Linux host CLI before installing a NetScaler
BLX appliance:

- dpkg -add-architecture i386
- apt-get update
- apt-getinstall libc6:i386

[ NSNET-14602 ]

« In some cases of FTP data connections, the NetScaler appliance performs only NAT operation
and not TCP processing on the packets for TCP MSS negotiation. As a result, the optimal inter-
face MTU is not set for the connection. This incorrect MTU setting results in fragmentation of
packets and impacts CPU performance.

[ NSNET-5233]

« When an admin partition memory limit is changed in NetScaler appliance, the TCP buffering
memory limit gets automatically set to admin partition new memory limit.

[ NSHELP-21082 ]

Platform

+ Some python packages are not installed, when you downgrade the NetScaler appliance from
13.1-4.x version and higher versions to any of the following versions:

- Any 11.1 build
- 12.1-62.21 and earlier
- 13.0-81.x and earlier

[ NSPLAT-21691]
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« When you delete an autoscale setting or a VM scale set from an Azure resource group, delete the
corresponding cloud profile configuration from the NetScaler instance. Use the “rm cloudpro-
file” command to delete the profile.

[ NSPLAT-4520 ]

+ In a high availability setup on Azure, upon logon to the secondary node through GUI, the first-
time user (FTU) screen for autoscale cloud profile configuration appears.
Workaround: Skip the screen, and log on to the primary node to create the cloud profile. The
cloud profile should be always configured on the primary node.

[ NSPLAT-4451 ]

Policies

SSL

« Connections might hang if the size of processing data is more than the configured default TCP
buffer size.

Workaround: Set the TCP buffer size to maximum size of data that needs to be processed.

[ NSPOLICY-1267 ]

+ On a heterogeneous cluster of NetScaler SDX 22000 and NetScaler SDX 26000 appliances, there

is a config loss of SSL entities if the SDX 26000 appliance is restarted.
Workaround:

1. Onthe CLIP, disable SSLv3 on all the existing and new SSL entities, such as virtual server,
service, service group, and internal services. For example, set ssl vserver <name>
-SSL3 DISABLED.

2. Save the configuration.

[ NSSSL-9572]

« You cannot add an Azure Key Vault object if an authentication Azure Key Vault object is already

added.
[ NSSSL-6478 ]

+ You can create multiple Azure Application entities with the same client ID and client secret. The

NetScaler appliance does not return an error.

[ NSSSL-6213]

+ Thefollowingincorrect error message appears when you remove an HSM key without specifying

KEYVAULT as the HSM type.
ERROR: crl refresh disabled
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[ NSSSL-6106 ]

« Session Key Auto Refresh incorrectly appears as disabled on a cluster IP address. (This option
cannot be disabled.)

[ NSSSL-4427 ]

+ Anincorrect warning message, “Warning: No usable ciphers configured on the SSL vserver/ser-
vice,” appears if you try to change the SSL protocol or cipher in the SSL profile.

[ NSSSL-4001]
« An expired session ticket is honored on a non-CCO node and on an HA node after an HA failover.

[ NSSSL-3184, NSSSL-1379, NSSSL-1394 |

System
+ High RTT is observed for a TCP connection if the following condition is met:

- a high maximum congestion window (>4 MB) is set
- TCP NILE algorithm is enabled

For a NetScaler appliance to use the NILE algorithm for congestion control, the conditions must
exceed the slow start threshold, which is coupled with the maximum congestion window

So, until the maximum configured congestion window is reached, the NetScaler continues to
accept data and ends up with high RTT.

[ NSHELP-31548]

+ ICA sessions might fail within a few minutes of being launched if you use the HTML5 browser
and the QUIC transport protocol.

Workaround: Set the maximum idle timeout value to 3600 seconds when you configure the
QUIC profile.

[ NSBASE-18402 ]

« The mptcp_cur_session_without_subflow counters incorrectly decrement to a negative value
instead of zero.

[ NSBASE-18295 ]

+ Client IP and Server IP is inverted in HDX Insight SkipFlow record when LogStream transport
type is configured for Insight.

[ NSBASE-8506 ]
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User Interface

+ You cannot upload the technical support bundle to the Citrix technical support server using the
GUI.

Workaround: Use the CLI to upload the technical support bundle.
[ NSUI-19315]

In NetScaler GUI, the Help link present under the Dashboard tab is broken.
[ NSUI-14752]

Create/Monitor CloudBridge Connector wizard might become unresponsive or fails to configure
a cloudbridge connector.

Workaround: Configure cloudbridge connectors by adding IPSec profiles, IP tunnels, and PBR
rules by using the NetScaler GUI or CLI.

[ NSUI-13024 ]

If you create an ECDSA key by using the GUI, the type of curve is not displayed.
[NSUI-6838 ]

Users might fail to log in to the downgraded NetScaler appliance if the following sequence of
conditions is met:

1. You perform one of the following steps:
- After upgrading to the current build, you add a system user or change the password
of an existing system user, and save the configuration.
- Provision a new NetScaler VPX, BLX, or CPX instance with the current build.
2. Downgrade the appliance to one of the following builds:
- 13.1-4.x
- 13.0-82.x or earlier
- 12.1-62.x or earlier

To view the list of users affected after the downgrade, at the command prompt, type:

query ns config -changedpassword [-config <full path of the configuration
file (ns.conf)>]

Workaround: Reset the password of the affected users. For more information, see How to reset
root administrator (nsroot) password.

Note: If you are downgrading a previously upgraded build, then while downgrading use the
backed up configuration file (ns.conf) of the earlier build to avoid this issue.

[ NSCONFIG-8068 ]

+ Users might fail to log in to the downgraded NetScaler appliance if the following sequence of
conditions is met:
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1. You perform one of the following steps:
- After upgrading to the current build, you add a system user or change the password
of an existing system user, and save the configuration.
- Provision a new VPX, BLX, or CPX instance with the current build.
2. Downgrade the appliance to one of the following builds:
- 13.0-47.x or earlier
- 12.1-56.x or earlier
- 11.1-64.x or earlier

To view the list of users affected after the downgrade, at the command prompt, type:

query ns config -changedpassword [-config <full path of the configuration
file (ns.conf)>]

Workaround: Reset the password of the affected users. For more information, see How to reset
root administrator (nsroot) password.

Note: If you are downgrading a previously upgraded build, then while downgrading use the
backed up configuration file (ns.conf) of the earlier build to avoid this issue.

[ NSCONFIG-3188]

Release Notes for NetScaler 14.1-4.42 Release

September 20, 2023

This release notes document describes the enhancements and changes, fixed and known issues that
exist for the NetScaler release Build 14.1-4.42.

Notes

« Thisrelease notes document does not include security related fixes. For a list of security related
fixes and advisories, see the Citrix security bulletin.

What’s New

The enhancements and changes that are available in Build 14.1-4.42.

Analytics Infrastructure

« Support for directly exporting NetScaler events to Splunk
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You can now directly export the events generated on NetScaler to Splunk. Using Splunk dash-
boards, you can visualize the exported data and get meaningful insights.

For more information, see Exporting audit logs and events directly from NetScaler to Splunk.

[ NSANINFRA-3892 ]

Authentication, authorization, and auditing

« Store Authentication Context Class Reference values

NetScaler configured as an on-premises IdP can store Authentication Context Class Reference
(ACR) values provided by Citrix Workspace to support the multi-domain login feature of Citrix
Workspace Platform. When Citrix Workspace sends the ACR values to the OAuth authorization
endpoint of the NetScaler IdP, NetScaler stores the ACR values.

The policy expressions aaa.user.wsp.eq("URL") and aaa.user.acr_values.value("
wsp") .eq("URL") are introduced as part of this support. You can use the ACR values to de-
termine the next factor in the nFactor flow. For more information, see Store Authentication
Context Class Reference values.

[ NSAUTH-12981]

NetScaler Application Delivery and Security Analytics

+ Support for an extended StoreFront monitor

NetScalerintroduces an extended StoreFront monitor that can simulate the authentication and
app enumeration on the Citrix StoreFront store on behalf of a test user account. You must pre-
configure and enable this account on StoreFront for monitoring. Provide the test user creden-
tials, store name, and the nssf_extend.pl script to use the functionalities of this monitor.
For more information, see Extended StoreFront monitoring.

[ NSADSA-805]

NetScaler Gateway

« Enhancements to the Gateway Insights dashboard
The Gateway > Gateway Insight Overview page of the NetScaler ADM GUI is enhanced with the
following capabilities under EPA (End Point Analysis):

- EPAfailures are displayed for advanced EPA as well. The failures can be reported if EPA is
configured as a factor in an nFactor authentication flow.

- Errordescription: In the Error description field, the message “EPA pre-auth check failures”
appears when an EPA check fails.
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- Case ID: In the Username field, the case ID is displayed on entries that do not have a user-
name assigned if EPA is used as a factor in an nfactor flow.

For more information, see Gateway Insight.

[ CGOP-17730]

NetScaler SDX Appliance

« View subscription license expiry information

You can now view NetScaler SDX subscription license expiry information in the Management
Service by navigating to System > Licenses.

[ NSSVM-5629 ]

+ Increased license limits for NetScaler SDX 9100 appliance
The license limit for the NetScaler SDX 9100 appliance is increased from 30G to 95G.
[ NSSVM-5609 ]

+ Enable, disable, and edit BMC (LOM) settings using the Management Service Ul

You can now enable, disable, and edit BMC (LOM) settings using the Management Service Ul.
Navigate to Configuration > System > System Settings > Configure BMC Settings. The fol-
lowing settings are displayed for all platforms.

- IP address
- Subnet mask
- Default gateway

On the SDX 9100 and SDX 16000 platforms, the LOM Access settingis also displayed. LOM access
must be unlocked to edit the other settings.

[ NSSVM-5558 ]
« Change to XenServer health monitoring frequency and ping failure alerts

The frequency of monitoring the health properties for a XenServer is changed from 14 seconds
to 1 minute. Also, if a ping to the XenServer fails, an alert is raised only after 10 continuous
failures. Earlier, an alert was raised for each failure.

[ NSSVM-5510 ]
« Backup VPX partitions during the backup of an SDX appliance

A NetScaler SDX appliance now backs up and restores the following properties of VPX partitions
during the backup and restore of the SDX appliance.

- Responder file
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- Partition MACs

[ NSSVM-5230]

NetScaler Secure Web Gateway

+ Deprecation of URL categorization in the URL filtering feature
URL categorization in the URL filtering feature is deprecated in this release.

Note: Deprecated features are not removed immediately. NetScaler continues to retain the
deprecated feature until it is removed in a future release.

[ NSSWG-1370]

Networking

« Compressed core dumps for NetScaler BLX appliance
Now, the NetScaler BLX appliance generates compressed core dumps if the core-dumps pa-
rameter is enabled in the NetScaler BLX configuration file (blx.conf). For more information, see
Configure compressed core dumps for NetScaler BLX.

[ NSNET-28478 ]
 Configurable internal HTTPS service

You can now configure the internal HTTPS service by using GUI, CLI, or NITRO APIs. For example,
you can use the NetScaler CLI to modify the maximum number of clients that can connect to the
internal HTTPS service at a time.

The internal HTTPS service has the following name format: nshttps-<loop back IP
address>-443

Use the NetScaler service command operations to configure the internal HTTPS service.
[ NSNET-15878, NSHELP-22575 ]

« Command propagation is disabled during HA synchronization
For high availability setups, command propagation is disabled during HA synchronization to
prevent command propagation failures during HA synchronization. For more information, see
Configuring command propagation.

[ NSHELP-34253]
+ Large Scale NAT feature deprecated

Large Scale NAT (LSN) feature, which includes LSN44, Dual-stack lite, and LSN64, is deprecated
in this release. For more infomation, see Large Scale NAT.
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Note: Deprecated features are not removed immediately. The NetScaler appliance continues
to support the deprecated feature until it is removed in a future release.

[ NSNET-27990]

Platform

+ Removal of support for NetScaler MPX 5500, MPX 7500, and MPX 17500

NetScaler MPX 5500, MPX 7500/9500, and MPX 17500/19500/21500 are not supported with
NetScaler firmware 14.1.

[ NSPLAT-25839 ]

SSL

+ Rate limiting SSL renegotiations

When SSL renegotiation is enabled, there is no limit to the number of renegotiation requests
to a NetScaler. As a result, NetScaler might stop processing SSL traffic when it receives a huge
number of renegotiation requests. This feature limits the number of renegotiation requests re-
ceived in one second on an SSL entity.

Forexample, in the following commands, “maxRenegRate” is set to 100. As a result, a maximum
of 100 requests per second are allowed to all the entities to which the profile is bound. You can
set this parameter by using the add ssl profile command when adding an SSL profile. To
set this parameter after you have added an SSL profile, use the set ssl profile command.

set ssl profile pfl -denySSLReneg (NO | FRONTEND_CLIENT | FRONTEND_CLIENTSERVER
| NONSECURE)-maxRenegRate 100

add ssl profile pfl -denySSLReneg (NO | FRONTEND_CLIENT | FRONTEND_CLIENTSERVER
| NONSECURE)-maxRenegRate 100

For more information, see Rate limiting SSL renegotiations.
[ NSSSL-12186]
« Support for TLS 1.3 protocol on back-end services, service groups and monitors

Back-end services, service groups and monitors now support the TLS 1.3 protocol when con-
necting to back-end servers. For more information see Support for TLS 1.3 protocol.

[ NSSSL-5970 ]
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System

+ Improved protection against TCP spoofing attacks

Starting from NetScaler ADC 14.1-4.x release, NetScaler is compliant with RFC5961 which pro-
vides improved protection against TCP spoofing attacks. With RFC 5961 compliance, NetScaler
provides the following capabilities in addition to RST window attenuation and SYN spoof pro-
tection:

- Reduces the probability of invalid data injection.
- Allows imposing a limit on the number of challenge ACK responses per second sent by the
NetScaler.

When you enable the RFC 5961 compliance, NetScaler replies with a challenge acknowledgment
(ACK) on receiving any unacceptable RST or SYN or ACK as per RFC 5961 compliance. You can
enable RFC 5961 compliance using both CLI and GUI. For more information, see TCP Configura-
tions.

[ NSBASE-17086 ]

User Interface

+ Limit concurrent sessions for users at the system level

You can now limit the number of concurrent sessions allowed for all users at the system level.
Themaxsessionperuser parameterinthe set system parameter command allowsyouto
set this limit.

set system parameter maxsessionperuser <positive integer>

If the system user is created on the NetScaler and maxsession limit is set for the system user,
maxsession hasthe higher precedence over this system-level limit (naxsessionperuser).

[ NSCONFIG-6546 ]

Fixed Issues

The issues that are fixed after 13.1-48.x feature release.

Analytics Infrastructure

+ When a net profile is configured in a non-default traffic domain and used in the AppFlow config-
uration, the system ports are exhausted and traffic is affected.

[ NSHELP-34544 ]
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« Thens. logfile generates the debug logs even when the audit log level is set to none and there-
fore exceeds the configured file size limit. The issue occurs because the advanced policy is
bound to local logging even though it is not necessary.

[ NSHELP-32404 ]

Authentication, authorization, and auditing

+ A NetScaler configured with OAuth authentication policy might crash when an elliptic curve
certificate is bound to the VPN globally.

[ NSHELP-34795 ]

« An HTTP 404 error appears when a user tries to authenticate with a GSLB configured NetScaler
after the session expiration.

[ NSHELP-34336 ]

+ The NetScaler appliance might crash when the authentication virtual server is used in a non-
default partition.

[ NSHELP-32054, NSCXLCM-640 ]

+ After an upgrade of Citrix SSO for iOS, the push notifications that you receive for authentication
might not come with a sound.

[ NSHELP-27525 ]

Bot Management

+ The NetScaler appliance might crash if the BOT policy uses a log action with complex policy
rules.

[ NSHELP-34999 ]

+ Bot device fingerprint session replay attacks are dropped when the device fingerprint action is
set to LOG, RESET, or REDIRECT.

[ NSBOT-1117 ]

CallHome

+ Call Home sends telemetry data to the NetScaler technical support server even though the fea-
tureis disabled.

[ NSHELP-33240]
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Load Balancing

« Inrare cases, a NetScaler appliance might crash and generate a core dump when the following
conditions are met:

- TCP-based DNS monitor probe is used to monitor a back-end service.
- The appliance is running low on memory.

[ NSHELP-35289 ]

+ In a cluster setup of eight or more nodes, the rate limit identifier feature might not work as
intended.

[ NSHELP-34555]
+ The secondary NetScaler might crash when the following conditions are met:

- In a high availability setup, a large number of load balancing servers are configured with
load balancing groups.

- While synchronization is in progress, the set operation is performed on one of the load
balancing servers in the load balancing group.

[ NSHELP-34225]

+ The NetScaler might crash due to a timing issue between the retrieval of rate-limiting records
and the record aging process.

[ NSHELP-33349]

+ In some cases, a memory leak is observed in a NetScaler appliance if the DNS rewrite policy is
configured with the DROP action.

[ NSHELP-33077 ]

Miscellaneous

« When a cluster setup is idle, node-to-node messaging (NNM) might add a 20 milliseconds delay
for ping packets with a specified sndbuf size (ping command with -S option).

[ NSHELP-34774 ]

NetScaler Gateway

+ Sometimes, a NetScaler with VPN and AppFlow configured might crash, resulting in an HA
failover.

[ NSHELP-35734, NSCXLCM-1247 ]
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« The NetScaler Gateway home page might fail to enumerate the apps when you try to access it
on clientless VPN mode using a mobile browser.

[ NSHELP-35541, NSCXLCM-1132, NSCXLCM-1212, NSCXLCM-1248 ]

+ When the advanced clientless VPN access is configured on NetScaler Gateway, the pages might
fail to load from the bookmarked URLs.

[ NSHELP-33771]

+ Sometimes, when you establish a VPN connection through NetScaler Gateway, you are redi-
rected to the home page with incorrect text in the URL. This issue occurs when NetScaler is
configured with the RfWebUI portal theme.

[ NSHELP-30097, NSCXLCM-481 ]

« When you create a EULA entity, the text appears as a single line on the RfWebUI portal theme
of NetScaler Gateway. This issue occurs because of the HTML <br> line break tag. All the HTML
tags along with <br> are temporarily disabled in the EULA text. You can try adding line breaks
by using \n.

[ CGOP-24534]

NetScaler SDX Appliance

+ On NetScaler SDX FIPS, the following error appears when you perform an add or edit operation
on VPX:

“is_fips_enabled is not defined”

[ NSSVM-5786 ]

NetScaler Web App Firewall

+ The NetScaler might crash when VerboseLogLevel is set to patternPayloadHeader in the Web
App Firewall profile.

[ NSHELP-35915]

+ The IP reputation database might not be updated by Webroot if you are using the perpetual
license on the NetScaler.

[ NSHELP-33965 ]

Networking

+ NetScaler BLX NIC settings might still be present on the Linux host when you uninstall the
NetScaler BLX appliance while it is running.
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Workaround. Stop the NetScaler BLX appliance before uninstalling the appliance.
[ NSNET-29109]

+ The NetScaler appliance might fail to respond to “SNMP GETBULK” requests.
[ NSHELP-35902 ]

+ Inahigh availability setup, the secondary node crashes when a route is removed from the node
as part of the HA synchronization while you are modifying it.

[ NSHELP-34927 ]

+ In a high availability setup, the show ha node might display an incorrect output when both of
the following conditions are met:

- HA heartbeats are exchanged only through a single interface or a single channel.
- The interface or the channel is disabled.
[ NSHELP-34193]

« The NetScaler appliance does not log the SNMPv3 authentication failure trap messages to the
NetScaler log file (“/var/log/ns.log”).

[ NSHELP-33909]

« In a high availability setup, the state of a node takes at least 60 seconds to become UP when all
of the following conditions are met:

Fail-safe is enabled for the HA setup

HA monitoring is enabled on more than one interface

One of the HA monitoring enabled interfaces becomes unreachable

At least one of the HA monitoring interfaces is reachable

Now, with this fix, the state of the node immediately becomes UP when all of these conditions
are met.

[ NSHELP-32157 ]

Platform

« In an HA pair configuration on the AWS platform, NetScaler VPX Interfaces were not migrating
properly during a failover for the following configuration:

- HA deploymentis in the same zone.
- Multiple interfaces are using the same subnet.

[ NSHELP-35369 ]
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+ You can no longer access a Citrix Hypervisor hosted on NetScaler SDX by using legacy SSL pro-
tocols, such as SSLv3, TLS 1.0, and TLS 1.1.

[ NSHELP-33196 ]

« After a firmware upgrade, the management interface on a NetScaler MPX 5900/8900 appliance
might go down. As a result, the appliance is inaccessible.

[ NSHELP-31587 ]

SSL

+ Ona NetScaler MPX/SDX 14000 FIPS operating in hybrid mode, key memory might be reset after
corrupted data is received as part of a key exchange.

[ NSHELP-35020 ]

+ You might experience momentary performance impact under heavy traffic if the total size of
client, server, and CA certificates exchanged in an SSL handshake exceeds the 16K limit.

[ NSHELP-33905 ]

System

« When the back end server sends a 464 error for an HTTP request, the NetScaler doesn’t forward
the same to the client and therefore the connection on the client side is stalled.

[ NSHELP-33571, NSCXLCM-1098 ]

User Interface

« When you configure a responder policy or a rewrite policy on the NetScaler GUI without adding
anyvaluesin the LogAction and AppFlow Action fields, which are not mandatory, the following
error is displayed:

“Invalid name; names must begin with an alphanumeric character or underscore and must con-
tain only alphanumerics, ‘_’, ‘%23’ <, ¢, ), ‘@’, ‘=" or ‘-* [logAction, ]”

[ NSHELP-35726 ]

+ User sessions are wrongly computed if the same user is bound to two different partitions. The
two partitions can be default, non-default, or both.

[ NSHELP-34971 ]

« When modifying an authorization policy expression on the NetScaler Gateway Ul, the AAA op-
tion does not appear on the “Expression Editor” drop-down list.

[ NSHELP-33509 ]
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A few built-in configurations are not available when a NetScaler ADC instance is created.

[ NSHELP-33451, NSCXLCM-502 ]

+ Inthe NetScaler GUI, nFactor authentication fails and the error “No active policy during authen-
tication” appears. This issue occurs when an assignment action is configured but is not bound
to an authentication policy.

[ NSHELP-33339]

« When a user views the binding on a content switching policy, the content switching virtual
server details are not displayed in the same row under Show Bindings.

[ NSHELP-33149]

« The NetScaler GUI displays less number of cached objects when compared to the command

interface.

[ NSHELP-24337]

Known Issues

The issues that exist in release 14.1-4.42.

Analytics Infrastructure

+ Inacluster deployment, if you run “force cluster sync” command on a non-CCO node, the ns.log
file contains duplicate log entries.

[ NSANINFRA-2850, NSGI-1293 ]

« When you install NetScaler ADM on a Kubernetes cluster, it does not work as expected because

the required processes might not come up.
Workaround : Reboot the Management pod.

[ NSANINFRA-1504 ]

Authentication, authorization, and auditing

+ A NetScaler crashes when the following conditions are met:

- 401-based certificate authentication happens through a load balancing virtual server.
- Thereis no authentication policy that is bound to an authentication virtual server.

- Debuglogging is enabled.

[ NSAUTH-13259 ]
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« Administrators cannot perform custom logging for authentication failures that happen due to
invalid credentials. This issue occurs because the NetScaler responder policies fail to detect
errors for login failures.

[ NSAUTH-11151]

+ ADFS proxy profile can be configured in a cluster deployment. The status for a proxy profile is
incorrectly displayed as blank upon issuing the following command.

show adfsproxyprofile <profile name>

Workaround: Connect to the primary active NetScaler in the cluster and run the show
adfsproxyprofile <profile name>command. It would display the proxy profile status.

[ NSAUTH-5916 ]

« The Configure Authentication LDAP Server page on the NetScaler GUI becomes unresponsive if
you pursue the following steps:

- The Test LDAP Reachability option is opened.
- Invalid login credentials are populated and submitted.
- Valid login credentials are populated and submitted.

Workaround: Close and open the Test LDAP Reachability option.

[ NSAUTH-2147]

Load Balancing

+ In a high-availability setup, subscriber sessions of the primary node might not be synchronized
to the secondary node. This is a rare case.

[ NSLB-7679]

Miscellaneous

« When EDT Insight feature is enabled, sometimes audio channels might fail during network dis-
crepancy.

[ GOPHDX-1055]

+ Inahighavailability setup, during NetScaler failover, SR count increments instead of the failover
countin NetScaler ADM.

[ GOPHDX-1050 ]
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NetScaler Gateway

+ Sometimes while browsing through schemas, the error message “Cannot read property ‘type’
of undefined” appears.

[ NSHELP-21897 ]

« The Windows OS option is not listed in the Expression Editor drop-down list for pre-
authentication policies and authentication actions on the NetScaler GUI. However, if you
have already configured the Widows OS scan on a previous NetScaler build using the GUI or
the CLI, the upgrade does not impact the functionality. You can use the CLI to make changes, if
required.

Workaround:
Use the CLI commands for the configuration.

- To configure advanced EPA action in nFactor authentication, use the following command.
add authentication epaAction adv_win_scan -csecexpr “sys.client_expr(“sys_0_WIN-
OS_NAME_anyof_WIN-10[COMMENT: Windows 0S]”)”

- To configure a classic pre-authentication action, use the following commands.
add aaa preauthenticationaction win_scan_action ALLOW
add aaa preauthenticationpolicy win_scan_policy “CLIENT.SYSTEM(‘WIN-OS_NAME_anyof_WIN-
10[COMMENT: Windows OS]’) EXISTS” win_scan_action

[ CGOP-22966 ]

+ To use Always On VPN before Windows Logon functionality, it is recommended that you upgrade
your NetScaler Gateway to 13.0 or later. This enables you to leverage the additional enhance-
ments introduced in release 13.0 that are not available in the 12.1 release.

[ CGOP-19355]
+ An error message appears when you add or edit a session policy from the NetScaler GUI.
[ CGOP-11830]

+ In Outlook Web App (OWA) 2013, clicking Options under the Setting menu displays a Critical
error dialog box. Also, the page becomes unresponsive.

[ CGOP-7269 ]

NetScaler SDX Appliance

+ On NetScaler SDX FIPS, while provisioning or modifying a NetScaler instance, the “Enable FIPS”
option is not available.

[ NSSVM-5848 ]
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NetScaler Secure Web Gateway

« When a forced synchronization takes place in a high availability setup, the appliance executes
the “set urlfiltering parameter” command in the secondary node.
As aresult, the secondary node skips any scheduled update until the next scheduled time men-
tioned in the “TimeOfDayToUpdateDB” parameter.

[ NSSWG-849 ]

+ A NetScaler appliance might restart due to management CPU stagnation if connectivity issue
occurs with the URL Filtering third party vendor.

[ NSHELP-22409 ]

Networking

+ The following interface operations are not supported for Intel X710 10G (740e) interfaceson
a NetScaler BLX appliance with DPDK:

- Disable
- Enable
- Reset

[ NSNET-16559 ]

+ Installation of a NetScaler BLX appliance might fail on a Debian based Linux host (Ubuntu ver-
sion 18 and later) with the following dependency error:

“The following packages have unmet dependencies: blx-core-libs:i386 : PreDepends: libc6:i386
(>=2.19) butitis not installable”

Workaround: Run the following commands in the Linux host CLI before installing a NetScaler
BLX appliance:

- dpkg-add-architecture i386
- apt-get update
- apt-getinstall libc6:i386

[ NSNET-14602 ]

+ In some cases of FTP data connections, the NetScaler appliance performs only NAT operation
and not TCP processing on the packets for TCP MSS negotiation. As a result, the optimal inter-
face MTU is not set for the connection. This incorrect MTU setting results in fragmentation of
packets and impacts CPU performance.

[ NSNET-5233]

+ When an admin partition memory limit is changed in NetScaler appliance, the TCP buffering
memory limit gets automatically set to admin partition new memory limit.
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[ NSHELP-21082 ]

Platform
+ Some python packages are not installed, when you downgrade the NetScaler appliance from

13.1-4.x version and higher versions to any of the following versions:

- Any 11.1 build
- 12.1-62.21 and earlier
- 13.0-81.x and earlier

[ NSPLAT-21691]

« When you delete an autoscale setting or a VM scale set from an Azure resource group, delete the
corresponding cloud profile configuration from the NetScaler instance. Use the “rm cloudpro-
file” command to delete the profile.

[ NSPLAT-4520]

+ In a high availability setup on Azure, upon logon to the secondary node through GUI, the first-
time user (FTU) screen for autoscale cloud profile configuration appears.
Workaround: Skip the screen, and log on to the primary node to create the cloud profile. The
cloud profile should be always configured on the primary node.

[ NSPLAT-4451]

Policies

« Connections might hang if the size of processing data is more than the configured default TCP
buffer size.

Workaround: Set the TCP buffer size to maximum size of data that needs to be processed.

[ NSPOLICY-1267 ]

SSL

« On a heterogeneous cluster of NetScaler SDX 22000 and NetScaler SDX 26000 appliances, there
is a config loss of SSL entities if the SDX 26000 appliance is restarted.

Workaround:

1. Onthe CLIP, disable SSLv3 on all the existing and new SSL entities, such as virtual server,
service, service group, and internal services. For example, set ssl vserver <name>
-SSL3 DISABLED.

2. Save the configuration.
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[ NSSSL-9572]

+ You cannot add an Azure Key Vault object if an authentication Azure Key Vault object is already
added.

[ NSSSL-6478 ]

+ You can create multiple Azure Application entities with the same client ID and client secret. The
NetScaler appliance does not return an error.

[ NSSSL-6213]

+ Thefollowingincorrect error message appears when you remove an HSM key without specifying
KEYVAULT as the HSM type.
ERROR: crl refresh disabled

[ NSSSL-6106 ]

«+ Session Key Auto Refresh incorrectly appears as disabled on a cluster IP address. (This option
cannot be disabled.)

[ NSSSL-4427 ]

+ Anincorrect warning message, “Warning: No usable ciphers configured on the SSL vserver/ser-
vice,” appears if you try to change the SSL protocol or cipher in the SSL profile.

[ NSSSL-4001]
« An expired session ticket is honored on a non-CCO node and on an HA node after an HA failover.

[ NSSSL-3184, NSSSL-1379, NSSSL-1394 ]

System

+ The NetScaler appliance configured with an SSL service crashes when the appliance receives a
TCP FIN control packet followed by a TCP RESET control packet.

[ NSHELP-31656]
+ High RTT is observed for a TCP connection if the following condition is met:

- a high maximum congestion window (>4 MB) is set
- TCP NILE algorithm is enabled

For a NetScaler appliance to use the NILE algorithm for congestion control, the conditions must
exceed the slow start threshold, which is coupled with the maximum congestion window

So, until the maximum configured congestion window is reached, the NetScaler continues to
accept data and ends up with high RTT.

[ NSHELP-31548]
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« The mptcp_cur_session_without_subflow counters incorrectly decrement to a negative value
instead of zero.

[ NSBASE-18295]

« Client IP and Server IP is inverted in HDX Insight SkipFlow record when LogStream transport
type is configured for Insight.

[ NSBASE-8506 ]

User Interface

« In NetScaler GUI, the “Help” link present under the “Dashboard” tab is broken.
[NSUI-14752]

« Create/Monitor CloudBridge Connector wizard might become unresponsive or fails to configure
a cloudbridge connector.

Workaround: Configure cloudbridge connectors by adding IPSec profiles, IP tunnels, and PBR
rules by using the NetScaler GUI or CLI.

[ NSUI-13024 ]
« If you create an ECDSA key by using the GUI, the type of curve is not displayed.
[ NSUI-6838 ]

Getting started with NetScaler

July 18,2023

This topic describes the basic features and configuration details of a NetScaler appliance. System and
network administrators who install and configure network equipment can refer to the content.

Understanding NetScaler

The NetScaler appliance is an application switch which performs application-specific traffic analysis
to intelligently distribute, optimize, and secure Layer 4-Layer 7 (L4-L7) network traffic for web ap-
plications. For example, a NetScaler appliance load balances decisions on individual HTTP requests
instead of long-lived TCP connections. The load balancing feature helps slowing down the failure of
a server with less disruption to clients. The ADC features can be broadly classified as:

1. Data switching
2. Firewall security
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3. Optimization
4. Policy infrastructure
5. Packet flow

Data switching

When deployed in front of application servers, a NetScaler ensures optimal distribution of traffic by
how it directs client requests. Administrators can segment application traffic according to informa-
tion in the body of an HTTP or TCP request, and based on L4-L7 header information such as URL,
application data type, or cookie. Numerous load balancing algorithms and extensive server health
checks improve application availability by ensuring that client requests are directed to the appropri-

ate servers.

Firewall security

The NetScaler security and protection protect web applications from Application Layer attacks. An
ADC appliance allows legitimate client requests and can block malicious requests. It provides built-in
defenses against denial-of-service (DoS) attacks and supports features that protect against legitimate
surges in application traffic that would otherwise overwhelm the servers. An available built-in firewall
protects web applications from Application Layer attacks, including buffer overflow exploits, SQL in-
jection attempts, cross-site scripting attacks, and more. In addition, the firewall provides identity
theft protection by securing confidential corporate information and sensitive customer data.

Optimization

Optimization offloads resource-intensive operations, such as Secure Sockets Layer (SSL) processing,
data compression, client keep-alive, TCP buffering, and the caching of static and dynamic content
from servers. This improves the performance of the servers in the server farm and therefore speeds
up applications. An ADC appliance supports several transparent TCP optimizations which mitigate
problems caused by high latency and congested network links. Thereby accelerating the delivery of
applications while requiring no configuration changes to clients or servers.

Policy infrastructure

A policy defines specific details of traffic filtering and management on a NetScaler. It consists of two
parts: the expression and the action. The expression defines the types of requests that the policy
matches. The action tells the ADC appliance what to do when a request matches the expression. For
example, the expression might be to match a specific URL pattern for a security attack with the con-
figured to drop or reset the connection. Each policy has a priority, and the priorities determine the
order in which the policies are evaluated.
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When an ADC appliance receives traffic, the appropriate policy list determines how to process the
traffic. Each policy on the list contains one or more expressions, which together define the criteria
that a connection must meet to match the policy.

For all policy types except rewrite, the appliance implements only the first policy that has a request
match. For Rewrite policies, the ADC appliance evaluates the policies in order and performs the asso-
ciated actions in the same order. Policy priority is important for getting the results you want.

Packet flow

Depending on requirements, you can choose to configure multiple features. For example, you might
choose to configure both compression and SSL offload. As a result, an outgoing packet might be com-
pressed and then encrypted before being sent to the client.

The following figure shows the HTTP2 packet flow in the NetScaler appliance.
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The following figure shows the data stream query processing flow in the NetScaler appliance. DataS-
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tream is supported for MySQL and MS SQL databases. For information about the DataStream feature,

see DataStream.
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Note: If the traffic is for a content switching virtual server, the appliance evaluates policies in the

following order:

1. bound to global override.

2. bound to load balancing virtual server.

3. bound to content switching virtual server.
4. bound to global default.

This way, if a policy rule is true and gotopriorityexpression is END, we stop further policy evalua-
tion.

In content switching, if no load balancingvirtual serveris selected or bound to the content switch-
ing virtual server, then we evaluate responder policies bound only to the content switching vir-

tual server.

System limitation

There are system limitations for each NetScaler feature when you install NetScaler software 9.2 or
later. For more information, see Citrix article, CTX118716.
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Where does a NetScaler appliance fit in the network?

August 29, 2023

NetScaler resides between the clients and servers in the network. It plays the role of an intermediary,
processing the traffic flowing between the client and server. For the traffic coming from the clients,
NetScaler acts as a server and receives the requests. After receiving the client request, NetScaler sends
a new request on behalf of the client to the server. In sending the request to the server, NetScaler acts
as a client.

The following are a few common network deployments where the NetScaler fits:

+ Gateway - You can use NetScaler as a gateway at the perimeter of your organization’s internal
network (or intranet) to provide a secure single point of access to the servers, applications, and
other network resources that reside in the internal network.

« Application firewall - You can use NetScaler as an application firewall to prevent security
breaches, data loss, and possible unauthorized modifications to websites that access sensi-
tive business or customer information. It does so by filtering both requests and responses,
examining them for evidence of malicious activity, and blocking requests that exhibit such
activity.

« Load balancer - You can use the NetScaler to operate as a load balancer where it distributes
client requests across multiple servers to optimize resource utilization. In a real-world scenario
with a limited number of servers providing service to many clients, a server can become over-
loaded and degrade the performance of the server farm. A NetScaler appliance uses load bal-
ancing criteria to prevent bottlenecks by forwarding each client request to the server best suited
to handle the request when it arrives.

+ Global server load balancer - You can configure NetScaler as a global server load balancer
(GSLB) to provide disaster recovery and ensure continuous availability of applications against
points of failure in a WAN. GSLB balances the load across data centers by directing client re-
quests to the closest or best performing data center, or to surviving data centers if there is an
outage.

+ Packet forwarder - You can use NetScaler as a packet forwarder to forward packets to an IP
not owned by it. NetScaler behaves like a router, looking at the routes it has learned or that has
been configured to forward packets.

Physical deployment modes

A NetScaler appliance logically residing between clients and servers can be deployed in either of two
physical modes:
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« Inline or Two-arm mode
« One-arm mode

In inline mode, the appliance uses multiple network interfaces to connect to different Ethernet seg-
ments, positioning itself between clients and servers. It can connect to the server network with one or
more redundant interfaces, and both the appliance and servers can be on separate subnets. It is pos-
sible for the servers to be in a public network and the clients to directly access the servers through the
appliance, with the appliance transparently applying the L4-L7 features. Usually, virtual servers (de-
scribed later) are configured to provide an abstraction of the real servers. The following figure shows
a typical inline deployment.

..

=

Internet

NetScaler

Server S1 Server S2 Server S3

In one-arm mode, only one network interface of the appliance is connected to an Ethernet segment.
The appliance in this case does not isolate the client and server sides of the network, but provides ac-
cess to applications through configured virtual servers. One-arm mode can simplify network changes
needed for NetScaler installation in some environments.
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For examples of inline (two-arm) and one-arm deployment, see Understanding Common Network
Topologies.

How a NetScaler appliance communicates with clients and servers

August 4, 2023

A NetScaler appliance is usually deployed in front of a server farm and functions as a transparent TCP
proxy between clients and servers, without requiring any client-side configuration. This basic mode of
operation is called Request Switching technology and is the core of NetScaler functionality. Request
Switching enables an appliance to multiplex and offload the TCP connections, maintain persistent
connections, and manage traffic at the request (application layer) level. This is possible because the
appliance can separate the HTTP request from the TCP connection on which the request is delivered.

Depending on the configuration, an appliance might process the traffic before forwarding the request
to a server. For example, if the client attempts to access a secure application on the server, the appli-
ance might perform the necessary SSL processing before sending traffic to the server.

To facilitate efficient and secure access to server resources, an appliance uses a set of IP addresses
collectively known as NetScaler-owned IP addresses. To manage your network traffic, you assign
NetScaler-owned IP addresses to virtual entities that become the building blocks of your configura-
tion. For example, to configure load balancing, you create virtual servers to receive client requests
and distribute them to services, which are entities representing the applications on your servers.
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Understanding NetScaler-owned IP addresses

To function as a proxy, a NetScaler appliance uses a variety of IP addresses. The key NetScaler-owned
IP addresses are:

« NetScaler IP (NSIP) address

The NSIP address is the IP address for management and general system access to the appliance
itself, and for communication between appliances in a high availability configuration.

« Virtual server IP (VIP) address

AVIP addressisthe IP address associated with a virtual server. Itisthe publicIP address to which
clients connect. An appliance managing a wide range of traffic may have many VIPs configured.

« Subnet IP (SNIP) address

A SNIP address is used in connection management and server monitoring. You can specify mul-
tiple SNIP addresses for each subnet. SNIP addresses can be bound to a VLAN.

+ IP Set

An IP setis a set of IP addresses, which are configured on the appliance as SNIP . An IP setis iden-
tified with a meaningful name that helps in identifying the usage of the IP addresses contained
init.

+ Net Profile

Anet profile (or network profile) contains an IP address or an IP set. Anet profile can be bound to
load balancing or content switching virtual servers, services, service groups, or monitors. Dur-
ing communication with physical servers or peers, the appliance uses the addresses specified
in the profile as source IP addresses.

How Traffic flows are managed

Because a NetScaler appliance functions as a TCP proxy, it translates IP addresses before sending
packets to a server. When you configure a virtual server, clients connect to a VIP address on the
NetScaler appliance instead of directly connecting to a server. As determined by the settings on the
virtual server, the appliance selects an appropriate server and sends the client’s request to that server.
By default, the appliance uses a SNIP address to establish connections with the server, as shown in
the following figure.

Figure 1. Virtual Server Based Connections
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In the absence of a virtual server, when an appliance receives a request, it transparently forwards the
request to the server. Thisis called the transparent mode of operation. When operatingin transparent
mode, an appliance translates the source IP addresses of incoming client requests to the SNIP address
but does not change the destination IP address. For this mode to work, L2 or L3 mode has to be
configured appropriately.

For cases in which the servers need the actual client IP address, the appliance can be configured to
modify the HTTP header by inserting the client IP address as an additional field, or configured to use
the client IP address instead of a SNIP address for connections to the servers.

Traffic management building blocks

The configuration of a NetScaler applianceis typically built up with a series of virtual entities that serve
as building blocks for traffic management. The building block approach helps separate traffic flows.
Virtual entities are abstractions, typically representing IP addresses, ports, and protocol handlers for
processing traffic. Clients access applications and resources through these virtual entities. The most
commonly used entities are virtual servers and services. Virtual servers represent groups of servers
in a server farm or remote network, and services represent specific applications on each server.

Most features and traffic settings are enabled through virtual entities. For example, you can configure
an appliance to compress all server responses to a client that is connected to the server farm through
a particular virtual server. To configure the appliance for a particular environment, you need to iden-
tify the appropriate features and then choose the right mix of virtual entities to deliver them. Most
features are delivered through a cascade of virtual entities that are bound to each other. In this case,
the virtual entities are like blocks being assembled into the final structure of a delivered application.
You can add, remove, modify, bind, enable, and disable the virtual entities to configure the features.
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The following figure shows the concepts covered in this section.

Figure 2. How traffic management building blocks work
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A simple load balancing configuration

In the example shown in the following figure, the NetScaler appliance is configured to function as a
load balancer. For this configuration, you need to configure virtual entities specific to load balancing
and bind them in a specific order. As a load balancer, an appliance distributes client requests across
several servers and thus optimizes the utilization of resources.

The basic building blocks of a typical load balancing configuration are services and load balancing
virtual servers. The services represent the applications on the servers. The virtual servers abstract the
servers by providing a single IP address to which the clients connect. To ensure that client requests
are sent to a server, you need to bind each service to a virtual server. That is, you must create services
for every server and bind the services to a virtual server. Clients use the VIP address to connect to
a NetScaler appliance. When the appliance receives client requests sent to the VIP address, it sends
them to a server determined by the load balancing algorithm. Load balancing uses a virtual entity
called a monitor to track whether a specific configured service (server plus application) is available to
receive requests.

Figure 3. Load balancing virtual server, services, and monitors
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In addition to configuring the load balancing algorithm, you can configure several parameters that af-
fect the behavior and performance of the load balancing configuration. For example, you can config-
ure the virtual server to maintain persistence based on source IP address. The appliance then directs
all requests from any specific IP address to the same server.

Understanding virtual servers

Avirtual server is a named NetScaler entity that external clients can use to access applications hosted
ontheservers. Itisrepresented by an alphanumeric name, virtual IP (VIP) address, port, and protocol.
The name of the virtual server is of only local significance and is designed to make the virtual server
easier to identify. When a client attempts to access applications on a server, it sends a request to the
VIP instead of the IP address of the physical server. When the appliance receives a request at the VIP
address, it terminates the connection at the virtual server and uses its own connection with the server
on behalf of the client. The port and protocol settings of the virtual server determine the applications
that the virtual server represents. For example, a web server can be represented by a virtual server
and a service whose port and protocol are set to 80 and HTTP, respectively. Multiple virtual servers
can use the same VIP address but different protocols and ports.

Virtual servers are points for delivering features. Most features, like compression, caching, and SSL
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offload, are normally enabled on a virtual server. When the appliance receives a request at a VIP ad-
dress, it chooses the appropriate virtual server by the port on which the request was received and its
protocol. The appliance then processes the request as appropriate for the features configured on the
virtual server.

In most cases, virtual servers work in tandem with services. You can bind multiple services to a vir-
tual server. These services represent the applications running on physical servers in a server farm.
After the appliance processes requests received at a VIP address, it forwards them to the servers as
determined by the load balancing algorithm configured on the virtual server. The following figure
illustrates these concepts.

Figure 4. Multiple Virtual Servers with a Single VIP Address
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The preceding figure shows a configuration consisting of two virtual servers with a common VIP ad-
dress but different ports and protocols. Each of the virtual servers has two services bound to it. The
services sl and s2 are bound to VS_HTTP and represent the HTTP applications on Server 1 and Server
2. The services s3 and s4 are bound to VS_SSL and represent the SSL applications on Server 2 and
Server 3 (Server 2 provides both HTTP and SSL applications). When the appliance receives an HTTP
request at the VIP address, it processes the request as specified by the settings of VS_HTTP and sends
it to either Server 1 or Server 2. Similarly, when the appliance receives an HTTPS request at the VIP
address, it processes it as specified by the settings of VS_SSL and it sends it to either Server 2 or Server
3.
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Virtual servers are not always represented by specific IP addresses, port numbers, or protocols. They
can be represented by wildcards, in which case they are known as wildcard virtual servers. For ex-
ample, when you configure a virtual server with a wildcard instead of a VIP, but with a specific port
number, the appliance intercepts and processes all traffic conforming to that protocol and destined
for the predefined port. For virtual servers with wildcards instead of VIPs and port numbers, the ap-
pliance intercepts and processes all traffic conforming to the protocol.

Virtual servers can be grouped into the following categories:
+ Load balancing virtual server

Receives and redirects requests to an appropriate server. Choice of the appropriate server is
based on which of the various load balancing methods the user configures.

« Cache redirection virtual server

Redirects client requests for dynamic content to origin servers, and requests for static content to
cache servers. Cache redirection virtual servers often work in conjunction with load balancing
virtual servers.

+ Content switching virtual server

Directs traffic to a server on the basis of the content that the client has requested. For example,
you can create a content switching virtual server that directs all client requests for images to
a server that serves images only. Content switching virtual servers often work in conjunction
with load balancing virtual servers.

« Virtual private network (VPN) virtual server
Decrypts tunneled traffic and sends it to intranet applications.
+ SSL virtual server

Receives and decrypts SSL traffic, and then redirects to an appropriate server. Choosing the
appropriate server is similar to choosing a load balancing virtual server.

Understanding services

Services represent applications on a server. While services are normally combined with virtual
servers, in the absence of a virtual server, a service can still manage application-specific traffic.
For example, you can create an HTTP service on a NetScaler appliance to represent a web server
application. When the client attempts to access a web site hosted on the web server, the appliance
intercepts the HTTP requests and creates a transparent connection with the web server.

In service-only mode, an appliance functions as a proxy. It terminates client connections, uses a SNIP
address to establish a connection to the server, and translates the source IP addresses of incoming
client requests to a SNIP address. Although the clients send requests directly to the IP address of
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the server, the server sees them as coming from the SNIP address. The appliance translates the IP
addresses, port numbers, and sequence numbers.

A service is also a point for applying features. Consider the example of SSL acceleration. To use this
feature, you must create an SSL service and bind an SSL certificate to the service. When the appliance
receives an HTTPS request, it decrypts the trafficand sendsiit, in clear text, to the server. Only a limited
set of features can be configured in the service-only case.

Services use entities called monitors to track the health of applications. Every service has a default
monitor, which is based on the service type, bound to it. As specified by the settings configured on
the monitor, the appliance sends probes to the application at regular intervals to determine its state.
If the probes fail, the appliance marks the service as down. In such cases, the appliance responds
to client requests with an appropriate error message or re-routes the request as determined by the
configured load balancing policies.

For more information about configuring load balancing virtual servers, services, and monitors, see
NetScaler Load balancing.

Introduction to the NetScaler product line

August 11,2023

The NetScaler product line optimizes delivery of applications over the internet and private networks,
combining application-level security, optimization, and traffic management into a single, integrated
appliance. You caninstall a NetScaler appliance in your server room and route all connections to your
managed servers through it. The NetScaler features that you enable and the policies you set are then
applied to incoming and outgoing traffic.

A NetScaler appliance can be integrated into any network as a complement to existing load balancers,
servers, caches, and firewalls. It requires no additional client or server side software, and can be con-
figured using the NetScaler web-based GUI and CLI configuration utilities.

This topic includes the following sections:

« NetScaler Hardware Platforms

» NetScaler Editions

« Supported Releases on ADC Hardware
« Supported Browsers

NetScaler Hardware Platforms

NetScaler hardware is available in a variety of platforms that have a range of hardware specifications:
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NetScaler MPX hardware platform

NetScaler SDX hardware platform

NetScaler Editions

The NetScaler operating system is available in two editions:

« Advanced
o Premium

Features are enabled based on the license.

For more information about NetScaler software editions, see the NetScaler Editions data sheet.

Supported releases on NetScaler hardware

See the following compatibility matrix tables for all NetScaler hardware platforms and the software
releases supported on these platforms:

NetScaler MPX Hardware-Software Compatibility Matrix

NetScaler SDX Hardware-Software Compatibility Matrix

Compatible browsers

To access the NetScaler GUI, your workstation must have a compatible web browser.

The following table lists the compatible browsers for NetScaler GUI version 12.0, 12.1, and 13.0:

Operating System Browser Versions
Windows 7 and later Internet Explorer 11, Edge, and later
Windows 7 and later Mozilla Firefox 45 and later
Windows 7 and later Chrome 60 and later

MAC Mozilla Firefox 45 and later

MAC Safari 10.1.1 and later

The compatible browser versions for NetScaler 11.1 are as follows:
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Operating System

Windows 7 and later
Windows 7 and later
Windows 7 and later
MAC
MAC

Install the hardware

May 2, 2023

Browser

Internet Explorer
Mozilla Firefox
Chrome

Mozilla Firefox

Safari

Versions

8,9,10, 11, Edge
45 and later
60 and later
45 and later

10.1.1 and later

Before installing a NetScaler appliance, review the pre-installation checklist.

To use the SDX appliance, you must complete the following tasks by following the instructions given

in the resources provided in table. Complete the tasks in the sequence given.

Task

Description

1. Read safety, cautions, warnings, and other information

Read the caution and danger information you need to know, before installing the product.

2. Prepare for installation

Unpack your appliance and ensure all parts were delivered, prepare the site and rack, and follow

basic electrical safety precautions before you install your new appliance.

3. Install the hardware

Rack mount the appliance, install transceivers (if available), and connect the appliance to the

network and a power source.

4. Configure the appliance.

Configure the initial settings of the NetScaler appliance by using the GUI or the serial console.

Follow the steps given in the following documentations to complete these tasks:

« NetScaler MPX hardware documentation

« NetScaler SDX hardware documentation
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Access a NetScaler appliance

May 2, 2023

A NetScaler appliance has both a command line interface (CLI) and a GUI. The GUl includes a configu-
ration utility for configuring the appliance and a statistical utility, called Dashboard. For initial access,
all appliances ship with the default NetScaler IP address (NSIP) of 192.168.100.1 and the default sub-
net mask of 255.255.0.0. You can assign a new NSIP and an associated subnet mask during initial

configuration.

If you encounter an IP address conflict when deploying multiple NetScaler units, check for the follow-

ing possible causes:

« Didyouselectan NSIP thatis an IP address already assigned to another device on your network?
+ Did you assign the same NSIP to multiple NetScaler appliances?
« The NSIP is reachable on all physical ports. The ports on a NetScaler are host ports, not switch

ports.

The following table summarizes the available access methods.

Default IP Address Required?

Access Method Port (Y/N)
CLl Console N
CLlIand GUI Ethernet Y

Command line interface

Access the CLI locally by connecting a workstation to the console port, or remotely by connecting
through the secure shell (SSH) from any workstation on the same network.

Log on to the Command Line Interface through the Console Port

Theappliance hasa console port for connecting to a computer workstation. To logon to the appliance,
you need a serial crossover cable and a workstation with a terminal emulation program.

To log on to the CLI through the console port, follow these steps:

1. Connecttheconsole portto aserial port on the workstation. For more information, see Connect
the console cable.

2. Onthe workstation, start HyperTerminal or any other terminal emulation program. If the logon
prompt does not appear, you might have to press ENTER one or more times to display it.
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3. InUser Name, type nsroot. In Password, type nsroot and if that password does not work, try
typing the serial number of the appliance. The serial number bar code is available at the back
of the appliance.

Log on to the Command Line Interface by using SSH

The SSH protocolis the preferred remote access method for accessing an appliance remotely from any
workstation on the same network. You can use either SSH version 1 (SSH1) or SSH version 2 (SSH2.)

If you do not have a working SSH client, you can download and install any of the following SSH client
programs:

o PUuTTY
Open Source software supported on multiple platforms. Available at:
http://www.chiark.greenend.org.uk/~sgtatham/putty/

« Vandyke Software SecureCRT
Commercial software supported on the Windows platform. Available at:
http://www.vandyke.com/products/securecrt/

These programs are tested by the NetScaler team, who have verified that they work correctly with a
NetScaler appliance. Other programs might also work correctly, but have not been tested.

To verify that the SSH client is installed properly, use it to connect to any device on your network that
accepts SSH connections.

To log on to a NetScaler appliance by using an SSH client, follow these steps:

1. Onyour workstation, start the SSH client.

2. For initial configuration, use the default IP address (NSIP), which is 192.168.100.1. For subse-
quent access, use the NSIP that was assigned during initial configuration. Select either SSH1 or
SSH2 as the protocol.

3. InUser Name, type nsroot. In Password, type nsroot and if that password does not work, try
typing the serial number of the appliance. The serial number bar code is available at the back
of the appliance. For example.

login as: nsroot

Using keyboard-interactive authentication.

Password:
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Last login: Tue Jun 16 10:37:28 2009 from 10.102.29.9

Done

<!--NeedCopy-->

NetScaler GUI
Important:

A certificate-key pair is required for HTTPS access to the Citric ADC GUI. On the ADC, a certificate-
key pairis automatically bound to the internal services. On an MPX or SDX appliance, the default
key size is 1024 bytes, and on a VPX instance, the default key size is 512 bytes. However, most
browsers today do not accept a key that is less than 1024 bytes. As a result, HTTPS access to the
VPX configuration utility is blocked.

Also, if a license is not present on an MPX appliance when it starts, and you add a license later and
restart the appliance, you might lose the certificate binding.

Citrix recommends that you install a certificate-key pair of at least 1024 bytes on the appliance for
HTTPS access to the GUI. Also, install an appropriate license before starting the appliance.

The GUI includes a configuration utility and a statistical utility, called Dashboard, either of which you
access through a workstation connected to an Ethernet port on the appliance.

The system requirements for the workstation running the GUI are as follows:

« For Windows-based workstations, a Pentium 166 MHz or faster processor.

+ For Linux-based workstations, a Pentium platform running Linux kernel v2.2.12 or above, and
glibc version 2.12-11 or later. A minimum of 32 MB RAM is required, and 48 MB RAM is recom-
mended. The workstation must support 16-bit color mode, KDE, and KWM window managers
used in conjunction, with displays set to local hosts.

+ For Solaris-based workstations, a Sun running either Solaris 2.6, Solaris 7, or Solaris 8.

Your workstation must have a supported web browser to access the configuration utility and Dash-
board.

The following table lists the compatible browsers for NetScaler GUI version 12.1, 13.0, and 13.1:
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Operating System Browser Versions
Windows 10 and later Edge 110.1587.63 and later
Windows 10 and later Mozilla Firefox 102 and later
Windows 10 and later Chrome 108 and later
MAC Mozilla Firefox 110.0.1 and later
MAC Safari 15.5 and later

Use the NetScaler GUI

Once you log on to the configuration utility, you can configure the appliance through a graphical in-
terface that includes context-sensitive help.

To log on to the GUI, follow these steps:

1. Open your web browser and enter the NetScaler IP (NSIP) as an HTTP address. If you have not
yet set up the initial configuration, enter the default NSIP (http://192.168.100.1). The NetScaler
logon page appears.

Note: If you have two NetScaler appliances in a high availability setup, do not access the GUI by
entering the IP address of the secondary NetScaler appliance. If you do so and use the GUI to
configure the secondary appliance, your configuration changes are not applied to the primary
NetScaler appliance.

2. Inthe User Name text box, type nsroot.

3. Inthe Password text box, type the administrative password you assigned to the nsroot account
duringinitial configuration and click Login. If that password does not work, try typing the serial
number of the appliance. The serial number bar code is available at the back of the appliance.

To access the online help, select Help from the Help menu at the top right corner.

Use the Statistical Utility

Dashboard, the statistical utility, is a browser-based application that displays charts and tables on
which you can monitor the performance of a NetScaler appliance.

To log on to Dashboard, follow these steps:

1. Open your web browser and enter the NSIP as an HTTP address. The NetScaler logon page
appears.
2. Inthe User Name text box, type nsroot.
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3. Inthe Password text box, type the administrative password you assigned to the nsroot account
during initial configuration. If that password does not work, try typing the serial number of the
appliance. The serial number bar code is available at the back of the appliance.

Configure the ADC for the first time

May 22,2023

For initial configuration of a NetScaler MPX appliance, see Initial Configuration of a NetScaler MPX
appliance.

For initial configuration of a NetScaler SDX appliance, see Initial Configuration of a NetScaler SDX ap-
pliance.

NITRO API

You can use the NITRO API to configure the NetScaler appliance. NITRO exposes its functionality
through Representational State Transfer (REST) interfaces. Therefore, NITRO applications can be de-
veloped in any programming language. Additionally, for applications that must be developed in Java
or .NET or Python, NITRO APIs are exposed through relevant libraries that are packaged as separate
Software Development Kits (SDKs). For more information, see NITRO API.

Secure your NetScaler deployment

May 2, 2023

To maintain security through the deployment life cycle of NetScaler appliance, Citrix recommends
you to consider the following security aspects:

+ Physical Security

« Appliance Security

» Network Security

+ Administration and Management

Different deployments might require different security considerations. The NetScaler secure deploy-
ment guidelines provide general security guidance to help you decide on an appropriate secure de-
ployment based on your specific security requirements.

For more information on guidelines for securely deploying the NetScaler appliance, see NetScaler
secure deployment guidelines.
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Configure high availability

May 2, 2023

You can deploy two NetScaler appliances in a high availability configuration, where one unit actively
accepts connections and manages servers while the secondary unit monitors the first. The NetScaler
appliancethatis actively accepting connections and managing the servers s called a primary unit and
the other one is called a secondary unit in a high availability configuration. If there is a failure in the
primary unit, the secondary unit becomes the primary and begins actively accepting connections.

Each NetScaler appliance in a high availability pair monitors the other by sending periodic messages,
called heartbeat messages or health checks, to determine the health or state of the peer node. If
a health check for a primary unit fails, the secondary unit retries the connection for a specific time
period. For more information about high availability, see High Availability. If a retry does not succeed
by the end of the specified time period, the secondary unit takes over for the primary unitin a process
called failover. The following figure shows two high availability configurations, one in one-arm mode
and the other in two-arm mode.

Figure 1. High availability in one-arm mode
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Figure 2. High availability in two-arm mode
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In one-arm configuration, both NS1 and NS2 and servers S1, S2, and S3 are connected to the switch.

In two-arm configuration, both NS1 and NS2 are connected to two switches. The servers S1, S2, and
S3 are connected to the second switch. The traffic between client and the servers passes through
either NS1 or NS2.

To set up a high availability environment, configure one ADC appliance as primary and another as
secondary. Perform the following tasks on each of the ADC appliances:

+ Add a node.
+ Disable high availability monitoring for unused interfaces.

Add a Node

A node is a logical representation of a peer NetScaler appliance. It identifies the peer unit by ID and
NSIP. An appliance uses these parameters to communicate with the peer and track its state. When
you add a node, the primary and secondary units exchange heartbeat messages asynchronously. The
node ID is an integer that must not be greater than 64.

Through CLI

To add a node by using the command line interface, follow these steps:

At the command prompt, type the following commands to add a node and verify that the node has
been added:

« add HA node <id> <IPAddress>
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« show HA node <id>

Example

add HA node 0 10.102.29.170
Done
> show HA node @
1) Node ID: 0
IP: 10.102.29.200 (NS200)
Node State: UP
Master State: Primary
SSL Card Status: UP
Hello Interval: 200 msecs
Dead Interval: 3 secs
Node in this Master State for: 1:0:41:50 (days:hrs:min:
sec)
<!--NeedCopy-->

Through GUI

To add a node by using the GUI, follow these steps:

1. Navigate to System > High Availability.

2. Click Add on the Nodes tab.

3. On the Create HA Node page, in the Remote Node IP Address text box, type the NSIP Address
(for example, 10.102.29.170) of the remote node.

4. Ensure that the Configure remote system to participate in High Availability setup check box
is selected. Provide the login credentials of the remote node in the text boxes under Remote
System Login Credentials.

5. Select the Turn off HA monitor on interfaces/channels that are down check box to disable
the HA monitor on interfaces that are down.

Verify that the node you added appears in the list of nodes in the Nodes tab.

Disable high availability monitoring for unused interfaces

The high availability monitor is a virtual entity that monitors an interface. You must disable the mon-
itor for interfaces that are not connected or being used for traffic. When the monitor is enabled on an
interface whose status is DOWN, the state of the node becomes NOT UP. In a high availability config-
uration, a primary node entering a NOT UP state might cause a high availability failover. An interface
is marked DOWN under the following conditions:

 The interface is not connected
+ The interface is not working properly
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+ The cable connecting the interface is not working properly

Through CLI

To disable the high availability monitor for an unused interface by using the command line interface,
follow these steps:

At the command prompt, type the following commands to disable the high availability monitor for an
unused interface and verify that it is disabled:

« setinterface <id>-haMonitor OFF
« show interface <id>
Example

> set 1interface 1/8 -haMonitor OFF

Done

> show 1interface 1/8
Interface 1/8 (Gig Ethernet 10/100/1000 MBits) #2
flags=0x4000 <ENABLED, DOWN, down, autoneg, 802.1qg>
MTU=1514, native vlan=1, MAC=00:d0:68:15:fd:3d, downtime

238h55m44s
Requested: media AUTO, speed AUTO, duplex AUTO, fctl OFF,
throughput 0

RX: Pkts(®) Bytes(@) Errs(0) Drops(@) Stalls(0)
TX: Pkts(0) Bytes(0) Errs(0) Drops(0) Stalls(0)
NIC: InDisc(@) OutDisc(®) Fctls(0@) Stalls(®) Hangs(0)
Muted(0)
Bandwidth thresholds are not set.
<!--NeedCopy-->

When the high availability monitor is disabled for an unused interface, the output of the show
interface command for that interface does not include “HAMON.”

Through GUI

To disable the high availability monitor for unused interfaces by using the GUI, follow these steps:

Navigate to System > Network > Interfaces.

Select the interface for which the monitor must be disabled.
Click Open. The Modify Interface dialog box appears.

In HA Monitoring, select the OFF option.

Click OK.

ok whoe
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6. Verify that, when the interface is selected, “HA Monitoring: OFF” appears in the details at the
bottom of the page.

Change an RPC node password

September 6, 2023

To communicate with other NetScaler appliances, each appliance requires knowledge of the other
appliances, including how to authenticate on NetScaler appliance. RPC nodes are internal system
entities used for system-to-system communication of configuration and session information. One
RPC node exists on each NetScaler appliance and stores information, such as the IP addresses of the
other NetScaler appliance and the passwords used for authentication. The NetScaler appliance that
contacts the other NetScaler appliance checks the password within the RPC node.

Note:

After you upgrade a NetScaler appliance to release 13.1 build 33.x or later from one of the follow-
ing builds, the secure option for the RPC node is enabled or disabled on the basis of the TLS 1.2
setting (enabled or disabled) present for the internal RPCS and KRPCS services.

+ Release 13.0 build 64.35 or earlier
+ Release 12.1 build 61.18 or earlier

The RPC communication is encrypted between the NetScaler nodes of the following setups if the

secure option is enabled:

+ High availability
+ Cluster
« GSLB

The secure option uses secure protocol TLS1.2 and port numbers 3008 and 3009 for the RPC
connection between the NetScaler nodes.

For ensuring secure RPC communication, Citrix recommends performing the following opera-

tions before upgrading these setups:

« TLS 1.2 must be enabled for the internal RPCS and KRPCS services:
- Nsrpcs—-127.0.0.1-3008
- nskrpcs-127.0.0.1-3009
- nsrpcs-::11-3008
+ 3008 and 3009 must be unblocked in firewalls between the NetScaler nodes.

You can enable or disable the secure option using the NetScaler CLI or the GUI.
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To change an RPC node password by using the GUI

1. Navigate to System > Network > RPC.

2. Inthe RPC pane, select the node and then click Edit.

w

. In Configure RPC Node, type the new password.

4. In Source IP Address, type the existing node’s IP address to be used to communicate with the
peer system node.

Dashboard Configuration I

& Configure RPC Node

Node IP Address
\ 10.106.177.5

Password

Confirm Password

Reset Password
Source IP Address*

: |

Secure

5. Select Secure and then click OK.
Note
For enhanced security, Citrix recommends you to enable the Secure option on RPC nodes.
When you enable the Secure option, the appliance encrypts all the RPC communication
sent from one ADC node to other ADC nodes thus securing the RPC communication. This
secure communication uses the port number 3008. If the firewall between the ADC nodes

blocks the port number 3008, unblock it and proceed. Otherwise, configuration synchro-
nization and configuration propagation might fail.

To change an RPC node password by using the CLI
At the command line, type the following commands:

set ns rpcNode <IPAddress> {
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-password }

[-secure ( YES | NO )]
show ns rpcNode
<!--NeedCopy-->

Example:

> set ns rpcNode 192.0.2.4 -password mypassword -secure YES
Done
> show rpcNode

IPAddress: 192.0.2.4 Password: d336004164d4352ce39e
SrcIP: =* Secure: ON
Done
>

<!--NeedCopy-->

Configure a FIPS appliance for the first time

May 2,2023
Note

« FIPS FAQ can be found here: FIPS FAQ.

A certificate-key pair is required for HTTPS access to the configuration utility and for secure remote
procedure calls. RPC nodes are internal system entities used for system-to-system communication of
configuration and session information. One RPC node exists on each appliance. This node stores the
password, which is checked against the one provided by the contacting appliance. To communicate
with other NetScaler appliances, each appliance requires knowledge of the other appliances, includ-
ing how to authenticate on the other appliance. RPC nodes maintain this information, which includes
the IP addresses of the other NetScaler appliances and the passwords used to authenticate on each.

On a NetScaler MPX appliance virtual appliance, a certificate-key pair is automatically bound to the
internal services. On a FIPS appliance, a certificate-key pair must be imported into the hardware secu-
rity module (HSM) of a FIPS card. To do so, you must configure the FIPS card, create a certificate-key
pair, and bind it to the internal services.
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Configure secure HTTPS by using the CLI

To configure secure HTTPS by using the CLI, follow these steps

1.

Initialize the hardware security module (HSM) on the FIPS card of the appliance. Forinformation
about initializing the HSM, see one of the following links:

+ For MPX: Configure the HSM.
+ For SDX: Configure the HSM for an instance on an SDX 14030/14060/14080 FIPS appliance.

If the appliance is part of a high availability setup, enable the SIM. For information about en-
abling the SIM on the primary and secondary appliances, see Configure FIPS appliances in a
high availability setup.

Import the FIPS key into the HSM of the FIPS card of the appliance. At the command prompt,
type:

import ssl fipskey serverkey -key ns-server.key -inform PEM
Add a certificate-key pair. At the command prompt, type:
add certkey server -cert ns-server.cert -fipskey serverkey

Bind the certificate-key created in the previous step to the following internal services. At the
command prompt, type:

bind ssl service nshttps-127.0.0.1-443 -certkeyname server

bind ssl service nshttps-::11-443 -certkeyname server

Configure secure HTTPS by using the GUI

To configure secure HTTPS by using the GUI, follow these steps:

1.

N oo ook

Initialize the hardware security module (HSM) on the FIPS card of the appliance. Forinformation
about initializing the HSM, see one of the following links:

« For MPX: Configure the HSM.

» For SDX: Configure the HSM for an instance on an SDX 14030/14060/14080 FIPS appliance.
If the appliance is part of a high availability setup, enable the secure information system (SIM).
For information about enabling the SIM on the primary and secondary appliances, see Config-
ure FIPS appliances in a high availability setup.
Import the FIPS key into the HSM of the FIPS card of the appliance. For more information about
importing a FIPS key, see the Import an existing FIPS key section.
Navigate to Traffic Management > SSL > Certificates.
In the details pane, click Install.
In the Install Certificate dialog box, type the certificate details.
Click Create, and then click Close.
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12.
13.

14.

Navigate to Traffic Management > Load Balancing > Services.

. In the details pane, on the Action tab, click Internal Services.
10.
11.

Select nshttps-127.0.0.1-443 from the list, and then click Open.

On the SSL Settings tab, in the Available pane, select the certificate created in step 7, click Add,
and then click OK.

Select nshttps-::11-443 from the list, and then click Open.

On the SSL Settings tab, in the Available pane, select the certificate created in step 7, click Add,
and then click OK.

Click OK.

Configure secure RPC by using the CLI

To configure secure RPC by using the CLI, follow these steps:

1.

Initialize the hardware security module (HSM) on the FIPS card of the appliance. Forinformation
about initializing the HSM, see one of the following links:

« For MPX: Configure the HSM.
» For SDX: Configure the HSM for an instance on an SDX 14030/14060/14080 FIPS appliance.

Enable the secure information system (SIM). For information about enabling the SIM on the pri-
mary and secondary appliances, see Configure FIPS appliances in a high availability setup.

Import the FIPS key into the HSM of the FIPS card of the appliance. At the command prompt,
type:

import ssl fipskey serverkey -key ns-server.key -inform PEM

Add a certificate-key pair. At the command prompt, type:

add certkey server -cert ns-server.cert -fipskey serverkey

Bind the certificate-key pair to the following internal services. At the command prompt, type:
bind ssl service nsrpcs-127.0.0.1-3008 -certkeyname server

bind ssl service nskrpcs-127.0.0.1-3009 -certkeyname server

bind ssl service nsrpcs-::11-3008 -certkeyname server

Enable secure RPC mode. At the command prompt, type:

set ns rpcnode \<IP address\> -secure YES

For more information about changing an RPC node password, see Change an RPC node pass-

word.

© 1999-2023 Cloud Software Group, Inc. All rights reserved. 129


https://docs.netscaler.com/en-us/citrix-adc/current-release/ssl/configuring-mpx-14000-fips-appliance.html
https://docs.netscaler.com/en-us/citrix-adc/current-release/ssl/configuring-SDX-14030-14060-14080-fips-appliance/configuring_the_hsm_for_an_instance_on_an_sdx_fips_appliance.html
https://docs.netscaler.com/en-us/citrix-adc/current-release/ssl/fips/configure-fips-ha.html
https://docs.netscaler.com/en-us/citrix-adc/current-release/getting-started-with-citrix-adc/change-rpc-node-password.html
https://docs.netscaler.com/en-us/citrix-adc/current-release/getting-started-with-citrix-adc/change-rpc-node-password.html

NetScaler 14.1

Configure secure RPC by using the GUI

To configure secure RPC by using the GUI, follow these steps:

1.

£ ® N o 0o

10.
11.

12,
13.

14.
15.

16.
17.
18.
19.
20.

Initialize the hardware security module (HSM) on the FIPS card of the appliance. Forinformation
about initializing the HSM, see one of the following links:

+ For MPX: Configure the HSM.

+ For SDX: Configure the HSM for an instance on an SDX 14030/14060/14080 FIPS appliance.
Enable the secure information system (SIM). For information about enabling the SIM on the pri-
mary and secondary appliances, Configure FIPS appliances in a high availability setup.

Import the FIPS key into the HSM of the FIPS card of the appliance. For more information about
importing a FIPS key, the Import an existing FIPS key section.

Navigate to Traffic Management > SSL > Certificates.

In the details pane, click Install.

In the Install Certificate dialog box, type the certificate details.

Click Create, and then click Close.

Navigate to Traffic Management > Load Balancing > Services.

In the details pane, on the Action tab, click Internal Services.

Select nsrpcs-127.0.0.1-3008 from the list, and then click Open.

On the SSL Settings tab, in the Available pane, select the certificate created in step 7, click Add,
and then click OK.

Select nskrpcs-127.0.0.1-3009 from the list, and then click Open.

On the SSL Settings tab, in the Available pane, select the certificate created in step 7, click Add,
and then click OK.

Select nsrpcs-::11-3008 from the list, and then click Open.

On the SSL Settings tab, in the Available pane, select the certificate created in step 7, click Add,
and then click OK.

Click OK.

Navigate to System > Network > RPC.

In the details pane, select the IP address, and click Open.

In the Configure RPC Node dialog box, select Secure.

Click OK.

Common network topologies

May 2,2023

As described in the “Physical deployment mode” sectionin Where does a NetScaler appliance fitin the

network?, you can deploy the NetScaler appliance either inline between the clients and servers or in

one-arm mode. Inline mode uses a two-arm topology, which is the most common type of deployment.
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Set up a common two-arm topology

In a two-arm topology, one network interface is connected to the client network and another network
interface is connected to the server network, ensuring that all traffic flows through the appliance. This
topology might require you to reconnect your hardware and also might result in a momentary down-
time. The basic variations of two-arm topology are multiple subnets, typically with the appliance on
a public subnet and the servers on a private subnet, and transparent mode, with both the appliance
and the servers on the public network.

Set up a simple two-arm multiple subnet topology

One of the most commonly used topologies has the NetScaler appliance inline between the clients
and the servers, with a virtual server configured to handle the client requests. This configuration is
used when the clients and servers reside on different subnets. In most cases, the clients and servers
reside on public and private subnets, respectively.

For example, consider an appliance deployed in two-arm mode for managing servers S1, S2, and S3,
with a virtual server of type HTTP configured on the appliance, and with HTTP services running on the
servers. The serversare on a private subnetand a SNIP is configured on the appliance to communicate
with the servers. The Use SNIP (USNIP) option must be enabled on the appliance so that it uses the
SNIP instead of the MIP.

As shown in the following figure, the VIP is on public subnet 217.60.10.0, and the NSIP, the servers,
and the SNIP are on private subnet 192.168.100.0/24.

Figure 1. Topology Diagram for Two-Arm Mode, Multiple Subnets
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To deploy a NetScaler appliance in two-arm mode with multiple subnets, follow these steps:

1. Configure the NSIP and default gateway, as described in Configuring the NetScaler IP Address
(NSIP).

2. Configure the SNIP, as described in Configuring Subnet IP Addresses.

3. Enable the USNIP option, as described in To enable or disable USNIP mode section.

4. Configure the virtual server and the services, as described in Creating a Virtual Server section
and Configuring Services section.

5. Connect one of the network interfaces to a private subnet and the other interface to a public
subnet.

Set up a simple two-arm transparent topology

Use transparent mode if the clients need to access the servers directly, with no intervening virtual
server. The server IP addresses must be public because the clients need to be able to access them.
In the example shown in the following figure, a NetScaler appliance is placed between the client and
the server, so the traffic must pass through the appliance. You must enable L2 mode for bridging the
packets. The NSIP and MIP are on the same public subnet, 217.60.10.0/24.

Figure 2. Topology Diagram for Two-Arm, Transparent Mode
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To deploy a NetScaler appliance in two-arm, transparent mode, follow these steps

1. Configure the NSIP and default gateway, as described in Configuring the NetScaler IP Address
(NSIP).

2. Enable L2 mode, as described in Enabling and Disabling Layer 2 Mode.

3. Configure the default gateway of the managed servers as the MIP.

4. Connect the network interfaces to the appropriate ports on the switch.

Set up common one-arm topologies

The two basic variations of one-arm topology are with a single subnet and with multiple subnets.

Set up a simple one-arm single subnet topology

You can use a one-arm topology with a single subnet when the clients and servers reside on the same
subnet. Forexample, consider a NetScaler appliance deployed in one-arm mode for managing servers
S1,S2,and S3. Avirtual server of type HTTP is configured on an ADC appliance, and HTTP services are
running on the servers. As shown in the following figure, the NetScaler IP address (NSIP), the Mapped
IP address (MIP), and the server IP addresses are on the same public subnet, 217.60.10.0/24.

Figure 3. Topology Diagram for One-Arm Mode, Single Subnet
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To deploy a NetScaler appliance in one-arm mode with a single subnet, follow these steps:

1. Configure the NSIP and the default gateway, as described in, as described in Configuring the
NetScaler IP Address (NSIP).

2. Configure the virtual server and the services, as described in Creating a Virtual Server section
and Configuring Services section.

3. Connect one of the network interfaces to the switch.

Set up a simple one-arm multiple subnet topology

You can use a one-arm topology with multiple subnets when the clients and servers reside on the dif-
ferent subnets. For example, consider a NetScaler appliance deployed in one-arm mode for managing
servers S1, S2, and S3, with the servers connected to switch SW1 on the network. A virtual server of
type HTTP is configured on the appliance, and HTTP services are running on the servers. These three
servers are on the private subnet, so a subnet IP address (SNIP) is configured to communicate with
them. The Use Subnet IP address (USNIP) option must be enabled so that the appliance uses the
SNIP instead of a MIP. As shown in the following figure, the virtual IP address (VIP) is on public subnet
217.60.10.0/24; the NSIP, SNIP, and the server IP addresses are on private subnet 192.168.100.0/24.

Figure 4. Topology Diagram for One-Arm Mode, Multiple Subnets
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To deploy a NetScaler appliance in one-arm mode with multiple subnets, follow these steps:

1. Configure the NSIP and the default gateway, as described in Configuring the NetScaler IP Ad-
dress (NSIP).

2. Configure the SNIP and enable the USNIP option, as described in Configuring Subnet IP Ad-
dresses.

3. Configure the virtual server and the services, as described in Creating a Virtual Server section
and Configuring Services section.

4. Connect one of the network interfaces to the switch.

System management settings

May 2, 2023

Once your initial configuration is in place, you can configure settings to define the behavior of the
NetScaler appliance and facilitate connection management. You have a number of options for han-
dling HTTP requests and responses. Routing, bridging, and MAC based forwarding modes are avail-
able for handling packets not addressed to the NetScaler appliance. You can define the characteristics
of your network interfaces and can aggregate the interfaces. To prevent timing problems, you can syn-
chronize the Citrix clock with a Network Time Protocol (NTP) server. The NetScaler appliance can op-
erate in various DNS modes, including as an authoritative domain name server (ADNS). You can set up
SNMP for system management and customize syslog logging of system events. Before deployment,
verify that your configuration is complete and correct.
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System settings

May 2, 2023

Configuration of system settings includes basic tasks such as configuring HTTP ports to enable con-
nection keep-alive and server offload, setting the maximum number of connections for each server,
and setting the maximum number of requests per connection. You can enable client IP address inser-
tion for situations in which a proxy IP address is not suitable, and you can change the HTTP cookie

version.

You can also configure a NetScaler appliance to open FTP connections on a controlled range of ports
instead of ephemeral ports for data connections. This improves security, because opening all ports
on the firewall is insecure. You can set the range anywhere from 1,024 to 64,000.

Before deployment, go through the verification checklists to verify your configuration. To configure
HTTP parameters and the FTP port range, use the NetScaler GUI.

You can modify the types of HTTP parameters described in the following table.
Parameter Type: HTTP Port Information

Specifies: The web server HTTP ports used by your managed servers. If you specify the ports, the
appliance performs request switching for any client request that has a destination port matching a
specified port.

Note: If an incoming client request is not destined for a service or a virtual server that is specif-
ically configured on the appliance, the destination port in the request must match one of the
globally configured HTTP ports. This allows the appliance to perform connection keep-alive and
server off-load.

Parameter Type: Limits

Specifies: The maximum number of connections to each managed server, and the maximum num-
ber of requests sent over each connection. For example, if you set Max Connections to 500, and the
appliance is managing three servers, it can open a maximum of 500 connections to each of the three
servers. By default, the appliance can create an unlimited number of connections to any of the servers
it manages. To specify an unlimited number of requests per connection, set Max Requests to 0.

Note: If you are using the Apache HTTP server, you must set Max Connections equal to the value
of the MaxClients parameter in the Apache httpd.conf file. Setting this parameter is optional for
other web servers.

Parameter Type: Client IP Insertion

Specifies: Enable/disable insertion of the client’s IP address into the HTTP request header. You can
specify a name for the header field in the adjacent text box. When a web server managed by an appli-
ance receives a subnet IP address, the server identifies it as the client’s IP address. Some applications
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need the client’s IP address for logging purposes or to dynamically determine the content to be served
by the web server.

You can enable insertion of the actual client IP address into the HTTP header request sent from the
client to one, some, or all servers managed by the appliance. You can then access the inserted ad-
dress through a minor modification to the server (using an Apache module, ISAPI interface, or NSAPI
interface).

Parameter Type: Cookie Version

Specifies: The HTTP cookie version to use when COOKIEINSERT persistence is configured on a virtual
server. The default, version 0, is the most common type on the Internet. Alternatively, you can specify
version 1.

Parameter Type: Requests/Responses

Specifies: Options for handling certain types of requests, and enable/disable logging of HTTP error
responses.

Parameter Type: Server Header Insertion
Specifies: Insert a server header in NetScaler-generated HTTP responses.
To configure HTTP parameters by using the GUI, follow these steps:

1. In the navigation pane, expand System, and then click Settings.

2. Inthe details pane, under Settings, click Change HTTP parameters.

3. Inthe Configure HTTP parameters dialog box, specify values for some or all of the parameters
that appear under the headings listed in the table above.

4. Click OK.

To set the FTP port range by using the GUI, follow these steps:

1. Inthe navigation pane, expand System, and then click Settings

2. Inthe details pane, under Settings, click Change global system settings.

3. Under FTP Port Range, in the Start Port and End Port text boxes, type the lowest and highest
port numbers, respectively, for the range you want to specify (for example, 5000 and 6000).

4. Click OK.

Packet forwarding modes

May 2, 2023

The NetScaler appliance can either route or bridge packets that are not destined for an IP address
owned by the appliance (that is, the IP address is not the NSIP, a MIP, a SNIP, a configured service,
or a configured virtual server). By default, L3 mode (routing) is enabled and L2 mode (bridging) is
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disabled, but you can change the configuration. The following flow chart shows how the appliance
evaluates packets and either processes, routes, bridges, or drops them.

Figure 1. Interaction between Layer 2 and Layer 3 Modes
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An appliance can use the following modes to forward the packets it receives:

« Layer2 (L2) Mode
« Layer 3 (L3) Mode
+ MAC-Based Forwarding Mode

Enable and disable layer 2 mode

Layer 2 mode controls the Layer 2 forwarding (bridging) function. You can use this mode to configure
a NetScaler appliance to behave as a Layer 2 device and bridge the packets that are not destined for
it. When this mode is enabled, packets are not forwarded to any of the MAC addresses, because the
packets can arrive on any interface of the appliance and each interface has its own MAC address.

With Layer 2 mode disabled (which is the default), the appliance drops packets that are not destined
for one of its MAC address. If another Layer 2 device is installed in parallel with the appliance, Layer
2 mode must be disabled to prevent bridging (Layer 2) loops. You can use the configuration utility or
the command line to enable Layer 2 mode.
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Note: The appliance does not support the Spanning Tree Protocol. To avoid loops, if you enable L2
mode, do not connect two interfaces on the appliance to the same broadcast domain.

To enable or disable Layer 2 mode by using the CLI

At the command prompt, type the following commands to enable/disable Layer 2 mode and verify
that it has been enabled/disabled:

« enable ns mode <Mode>
« disable ns mode <Mode>
« show ns mode

Examples

> enable ns mode 12
Done
> show ns mode

Mode Acronym Status

1) Fast Ramp FR ON
2) Layer 2 mode L2 ON

Done

> disable ns mode 12
Done
> show ns mode

Mode Acronym Status

1) Fast Ramp FR ON
2) Layer 2 mode L2 OFF

Done
>

<!--NeedCopy-->

To enable or disable Layer 2 mode by using the GUI
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1. In the navigation pane, expand System, and then click Settings.

2. Inthe details pane, under Modes and Features, click Configure modes.

3. In the Configure Modes dialog box, to enable Layer 2 mode, select the Layer 2 Mode check
box. To disable Layer 2 mode, clear the check box.

4. Click OK. The Enable/Disable Mode(s)? message appears in the details pane.

5. Click Yes.

Enable and disable layer 3 mode

Layer 3 mode controls the Layer 3 forwarding function. You can use this mode to configure a NetScaler
appliance to look at its routing table and forward packets that are not destined for it. With Layer 3
mode enabled (which is the default), the appliance performs route table lookups and forwards all
packets that are not destined for any appliance-owned IP address. If you disable Layer 3 mode, the
appliance drops these packets.

Enable or disable Layer 3 mode by using the CLI

At the command prompt, type the following commands to enable/disable Layer 3 mode and verify
that it has been enabled/disabled:

+ enable ns mode <Mode>

« disable ns mode <Mode>

+ show ns mode
Examples

> enable ns mode 13
Done
> show ns mode

Mode Acronym Status

1) Fast Ramp FR ON
2) Layer 2 mode L2 OFF

9) Layer 3 mode (ip forwarding) L3 ON

Done
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> disable ns mode 13
Done
> show ns mode

Mode Acronym Status

1) Fast Ramp FR ON
2) Layer 2 mode L2 OFF

9) Layer 3 mode (ip forwarding) L3 OFF

Done
>
<!--NeedCopy-->

Enable or disable Layer 3 mode by using the GUI

1. In the navigation pane, expand System, and then click Settings.

2. Inthe details pane, under Modes and Features, click Configure Modes.

3. In the Configure Modes dialog box, to enable Layer 3 mode, select the Layer 3 Mode (IP For-
warding) check box. To disable Layer 3 mode, clear the check box.

4. Click OK. The Enable/Disable Mode(s)? message appears in the details pane.

5. Click Yes.

Enable and disable MAC-based forwarding mode

You can use MAC-based forwarding to process traffic more efficiently and avoid multiple-route or ARP
lookups when forwarding packets, because the NetScaler appliance remembers the MAC address of
the source. To avoid multiple lookups, the appliance caches the source MAC address of every connec-
tion for which it performs an ARP lookup, and it returns the data to the same MAC address.

MAC-based forwarding is useful when you use VPN devices because the appliance ensures that all
traffic flowing through a particular VPN passes through the same VPN device.

The following figure shows the process of MAC-based forwarding.

Figure 2. MAC-based Forwarding Process
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response flow

When MAC-based forwarding is enabled, the appliance caches the MAC address of:

+ The source (a transmitting device such as router, firewall, or VPN device) of the inbound con-
nection.
« The server that responds to the requests.

When a server responds through an appliance, the appliance sets the destination MAC address of the
response packet to the cached address, ensuring that the traffic flows in a symmetric manner, and
then forwards the response to the client. The process bypasses the route table lookup and ARP lookup
functions. However, when an appliance initiates a connection, it uses the route and ARP tables for the
lookup function. To enable MAC-based forwarding, use the configuration utility or the command line.

Some deployments require the incoming and outgoing paths to flow through different routers. In
these situations, MAC-based forwarding breaks the topology design. For a global server load balanc-
ing (GSLB) site that requires the incoming and outgoing paths to flow through different routers, you
must disable MAC-based forwarding and use the appliance’s default router as the outgoing router.

With MAC-based forwarding disabled and Layer 2 or Layer 3 connectivity enabled, a route table can
specify separate routers for outgoing and incoming connections. To disable MAC-based forwarding,
use the configuration utility or the command line.
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Enable or disable MAC-based forwarding by using the CLI

At the command prompt, type the following commands to enable/disable MAC-based forwarding
mode and verify that it has been enabled/disabled:

« <enable ns mode <Mode>
« <disable ns mode <Mode>

« <show ns mode
Example

““ pre codeblock

enable ns mode mbf
Done
show ns mode

Mode Acronym Status
———————————————————— 1) Fast
Ramp FR ON 2) Layer 2
mode L2 OFF . . . 6)
MAC-based forwarding MBF ON
Done >
disable ns mode mbf
Done
show ns mode
Mode Acronym Status
———————————————————— 1) Fast
Ramp FR ON 2) Layer 2
mode L2 OFF . . . 6)
MAC-based forwarding MBF OFF

Done > <!--NeedCopy--> "'°

To enable or disable MAC-based forwarding by using the GUI

1. In the navigation pane, expand System, and then click Settings.

2. In the details pane, under Modes and Features group, click Configure modes.

3. In the Configure Modes dialog box, to enable MAC-based forwarding mode, select the MAC
Based Forwarding check box. To disable MAC-based forwarding mode, clear the check box.

4. Click OK. The Enable/Disable Mode(s)? message appears in the details pane.

5. Click Yes.
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Network interfaces

May 2, 2023

The NetScaler interfaces are numbered in slot/port notation. In addition to modifying the characteris-
tics of individualinterfaces, you can configure virtual LANs to restrict traffic to specific groups of hosts.
You can also aggregate links into high-speed channels.

Virtual LANs

The NetScaler appliance supports (Layer 2) port and IEEE802.1Q tagged virtual LANs (VLANs). VLAN
configurations are useful when you need to restrict traffic to certain groups of stations. You can con-
figure a network interface to belong to multiple VLANs by using IEEE 802.1q tagging.

You can bind your configured VLANSs to IP subnets. The ADC appliance (if it is configured as the default
router for the hosts on the subnets) then performs IP forwarding between these VLANSs.

The NetScaler appliance supports the following types of VLANs.
+ Default VLAN

By default, the network interfaces on a NetScaler appliance are included in a single, port-based
VLAN as untagged network interfaces. This default VLAN has a VID of 1 and exists permanently.
It cannot be deleted, and its VID cannot be changed.

« Port-Based VLANSs

A set of network interfaces that share a common, exclusive, Layer 2 broadcast domain define
the membership of a port-based VLAN. You can configure multiple port-based VLANs. When
you add an interface to a new VLAN as an untagged member, it is automatically removed from
the default VLAN.

Tagged VLAN

Anetworkinterface can be atagged or untagged member of a VLAN. Each network interfaceisan
untagged member of only one VLAN (its native VLAN). The untagged network interface forwards
the frames for the native VLAN as untagged frames. A tagged network interface can be a part
of more than one VLAN. When you configure tagging, be sure that both ends of the link have
matching VLAN settings. You can use the configuration utility to define a tagged VLAN (nsvlan)
that can have any ports bound as tagged members of the VLAN. Configuring this VLAN requires
areboot of the ADC appliance and therefore must be done during initial network configuration.
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Link aggregate channels

Link aggregation combines incoming data from multiple ports into a single high speed link. Configur-
ing the link aggregate channel increases the capacity and availability of the communication channel
between a NetScaler appliance and other connected devices. An aggregated link is also referred to as

a channel.

When a network interface is bound to a channel, the channel parameters have precedence over the
network interface parameters. A network interface can be bound to only one channel. Binding a net-
work interface to a link aggregate channel changes the VLAN configuration. That is, binding network
interfaces to a channel removes them from the VLANSs that they originally belonged to and adds them
to the default VLAN. However, you can bind the channel back to the old VLAN, or to a new one. For
example, if you have bound network interfaces 1/2 and 1/3 to a VLAN with ID 2, and then you bind
them to link aggregate channel LA/1, the network interfaces are moved to the default VLAN, but you
can bind them to VLAN 2.

Note: You can also use Link Aggregation Control Protocol (LACP) to configure link aggregation. For
more information, see Configuring Link Aggregation by Using the Link Aggregation Control Protocol.

Clock synchronization

May 2, 2023

You can configure your NetScaler appliance to synchronize its local clock with a Network Time Proto-
col (NTP) server. This ensures thatits clock has the same date and time settings as the other serverson
your network. NTP uses User Datagram Protocol (UDP) port 123 asits transport layer. Add NTP servers
in the NTP configuration file so that the appliance periodically gets updates from these servers.

If you do not have a local NTP server, you can find a list of public, open access, NTP servers at the
official NTP site at http://www.ntp.org.

To configure clock synchronization on your appliance, follow these steps:
1. Logon to the command line and enter the shell command.

2. At the shell prompt, copy the ntp.conf file from the /etc directory to the /nsconfig directory. If
thefile already exists in the /nsconfig directory, make sure that you remove the following entries
from the ntp.conffile:

restrict localhost
restrict 127.0.0.2

These entries are required only if you want to run the device as a time server. However, this
feature is not supported on the NetScaler appliance.
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3. Edit/nsconfig/ntp.conf by typingthe IP address for the desired NTP server under the file’s server
and restrict entries.

4. Create afile named rc.netscaler in the /nsconfig directory, if the file does not already exist in the
directory.

5. Edit /nsconfig/rc.netscaler by adding the following entry: /bin/sh /etc/ntpd_ctl
full_start

This entry starts the ntpd service, and checks the ntp.conf file.

If you do not want to forcibly sync the time when there is a large difference, you can set the date
manually and then start ntpd again. You can check the time difference between the appliance
and the time server, by running the following command in the shell:

ntpdate -q <IP address or domain name of the NTP server>
<!--NeedCopy—-->

6. Reboot the appliance to enable clock synchronization.

Note: If you want to start time synchronization without restarting the appliance, enter one of
the following commands at the shell prompt:

/usr/sbin/ntpd -c /nsconfig/ntp.conf -g -p /var/run/ntpd.pid -1 /
var/log/ntpd.log &

or
/bin/sh /etc/ntpd_ctl full_start

<!--NeedCopy—-->

DNS configuration

May 2,2023

You can configure a NetScaler appliance to function as an Authoritative Domain Name Server (ADNS),
DNS proxy server, End Resolver, or Forwarder. You can add DNS resource records such as SRV Records,
AAAA Records, A Records, MX Records, NS Records, CNAME Records, PTR Records, and SOA Records.
Also, the appliance can balance the load on external DNS servers.

A common practice is to configure an appliance as a forwarder. For this configuration, you need to
add external name servers. After you have added the external servers, you should verify that your
configuration is correct.
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You can add, remove, enable, and disable external name servers. You can create a name server by
specifying its IP address, or you can configure an existing virtual server as the name server.

When adding name servers, you can specify IP addresses or virtual IP addresses (VIPs). If you use
IP addresses, the appliance load balances requests to the configured name servers in a round robin
manner. If you use VIPs, you can specify any load balancing method.

Add a name server by using the CLI

At the command prompt, type the following commands to add a name server and verify the configu-

ration:
e <add dns nameServer \<IP\>
+ <show dns nameServer \<IP\>
Example

> add dns nameServer 10.102.29.10

Done

> show dns nameServer 10.102.29.10

1) 10.102.29.10 - State: DOWN
Done

<!--NeedCopy—-->

Add a name server by using the GUI

Navigate to Traffic Management > DNS > Name Servers.

In the details pane, click Add.

In the Create Name Server dialog box, select IP Address.

In the IP Address text box, type the IP address of the name server (for example, 10.102.29.10).
If you are adding an external name server, clear the Local check box.

> wnh

5. Click Create, and then click Close.
6. Verify that the name server you added appears in the Name Servers pane.

SNMP configuration

May 2, 2023

The Simple Network Management Protocol (SNMP) network management application, running on
an external computer, queries the SNMP agent on the NetScaler appliance. The agent searches the
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managementinformation base (MIB) for data requested by the network management application and
sends the data to the application.

SNMP monitoring uses traps messages and alarms. SNMP traps messages are asynchronous events
that the agent generates to signal abnormal conditions, which are indicated by alarms. For example,
if you want to be informed when CPU utilization is above 90 percent, you can set up an alarm for that
condition. The following figure shows a network with a NetScaler appliance that has SNMP enabled

and configured.

Figure 1. SNMP on the NetScaler appliance
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The SNMP agent on a NetScaler appliance supports SNMP version 1 (SNMPv1), SNMP version 2 (SN-
MPv2), and SNMP version 3 (SNMPv3). Because it operates in bilingual mode, the agent can handle
SNMPv2 queries, such as Get-Bulk, and SNMPv1 queries. The SNMP agent also sends traps compliant
with SNMPv2 and supports SNMPv2 data types, such as counter64. SNMPv1 managers (programs on
other servers that request SNMP information from the ADC appliance) use the NS-MIB-smiv1.mib file
when processing SNMP queries. SNMPv2 managers use the NS-MIB-smiv2.mib file.

The NetScaler appliance supports the following enterprise-specific MIBs:

+ Asubset of standard MIB-2 groups. Provides MIB-2 groups SYSTEM, IF, ICMP, UDP, and SNMP.
« A system enterprise MIB. Provides system-specific configuration and statistics.

To configure SNMP, you specify which managers can query the SNMP agent, add SNMP trap listeners
that will receive the SNMP trap messages, and configure SNMP Alarms.
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Add SNMP managers

You can configure a workstation running a management application that complies with SNMP version
1,2, or 3to access an appliance. Such a workstation is called an SNMP manager. If you do not specify
an SNMP manager on the appliance, the appliance accepts and responds to SNMP queries from all IP
addresses on the network. If you configure one or more SNMP managers, the appliance accepts and
responds to SNMP queries from only those specific IP addresses. When specifying the IP address of
an SNMP manager, you can use the netmask parameter to grant access from entire subnets. You can
add a maximum of 100 SNMP managers or networks. To add an SNMP manager by using the CLI

At the command prompt, type the following commands to add an SNMP manager and verify the con-
figuration:

add snmp manager <IPAddress> ... [-netmask <netmask>]

show snmp manager <IPAddress>

Example:

add snmp manager 10.102.29.5 -netmask 255.255.255.255
Done

show snmp manager 10.102.29.5

10.102.29.5 255.255.255.255

Done

<!--NeedCopy-->

To add an SNMP manager by using the GUI:

1. Inthe navigation pane, expand System, expand SNMP, and then click Managers.

2. Inthe details pane, click Add.

3. In the Add SNMP Manager dialog box, in the IP Address text box, type the IP address of the
workstation running the management application (for example, 10.102.29.5).

4, Click Create, and then click Close.

5. Verify that the SNMP manager you added appears in the Details section at the bottom of the
pane.

Add SNMP traps listeners

After configuring the alarms, you need to specify the trap listener to which the appliance will send the
trap messages. Apart from specifying parameters like IP address and the destination port of the trap
listener, you can specify the type of trap (either generic or specific) and the SNMP version.

You can configure a maximum of 20 trap listeners for receiving either generic or specific traps.
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To add an SNMP trap listener by using the CLI

At the command prompt, type the following command to add an SNMP trap and verify that it has been
added:

e add snmp trap specific <IP>

« show snmp trap

Example:

Trap type: SPECIFIC
Destination IP: 10.102.29.3
TD: ©

Destination Port: 162
Source IP: NetScaler IP
Version: V2

Min-Severity: -
AllPartition: DISABLED
Community: public
<!--NeedCopy-->

To add an SNMP trap listener by using the GUI

1. Inthe navigation pane, expand System, expand SNMP, and then click Traps.

2. Inthe details pane, click Add.

3. Inthe Create SNMP Trap Destination dialog box, in the Destination IP Address text box, type
the IP address (for example, 10.102.29.3).

4. Click Create and then click Close.

5. Verify that the SNMP trap you added appears in the Details section at the bottom of the pane.

Configure SNMP alarms

You configure alarms so that the appliance generates a trap message when an event corresponding to
one of the alarms occurs. Configuring an alarm consists of enabling the alarm and setting the severity
level at which a trap is generated. There are five severity levels: Critical, Major, Minor, Warning, and
Informational. Atrap is sent only when the severity of the alarm matches the severity specified for the
trap.

Some alarms are enabled by default. If you disable an SNMP alarm, the appliance will not generate
trap messages when corresponding events occur. For example, if you disable the Login-Failure SNMP
alarm, the appliance will not generate a trap message when a login failure occurs.
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To enable or disable an alarm by using the CLI

At the command prompt, type the following commands to enable or disable an alarm and verify that
it has been enabled or disabled:

set snmp alarm <trapName> [-state ENABLED DISABLED ]

show snmp alarm <trapName>

Example

set snmp alarm LOGIN-FAILURE -state ENABLED

Done

show snmp alarm LOGIN-FAILURE

Alarm Alarm Threshold Normal Threshold Time State Severity Logging

LOGIN-FAILURE N/A N/A N/A ENABLED - ENABLED
Done
<!--NeedCopy-->

To set the severity of the alarm by using the CLI

At the command prompt, type the following commands to set the severity of the alarm and verify that

the severity has been set correctly:

set snmp alarm <trapName> [-severity <severity>]

show snmp alarm <trapName>

Example:

set snmp alarm LOGIN-FAILURE -severity Major

Done

show snmp alarm LOGIN-FAILURE

Alarm Alarm Threshold Normal Threshold Time State Severity Logging

LOGIN-FAILURE N/A N/A N/A ENABLED Major ENABLED
Done
<!--NeedCopy-->
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To configure alarms by using the GUI

1. In the navigation pane, expand System, expand SNMP, and then click Alarms.

2. Inthe details pane, select an alarm (for example, LOGIN-FAILURE), and then click Open.

3. Inthe Configure SNMP Alarm dialog box, to enable the alarm, select Enabled in the State drop-
down list. To disable the alarm, select Disabled.

4. In the Severity drop-down list, select a severity option (for example, Major).

5. Click OK, and then click Close.

6. Verify that the parameters for the SNMP alarm you configured are correctly configured by view-
ing the Details section at the bottom of the pane.

Verify configuration

May 2, 2023

After you'’ve finished configuring your system, complete the following checklists to verify your config-
uration.

Configuration checklist

+ The build running is:
» There are no incompatibility issues. (Incompatibility issues are documented in the build’s re-
lease notes.)
+ The port settings (speed, duplex, flow control, monitoring) are the same as the switch’s port.
« Enough SNIP IP addresses have been configured to support all server-side connections during
peak times.
- The number of configured SNIP IP addresses is:___

- The expected number of simultaneous server connections is:
[162,000[] 124,000 [ ] Other

Topology configuration checklist

The routes have been used to resolve servers on other subnets.

The routes entered are:

« If the NetScaler appliance is in a public-private topology, reverse NAT has been configured.

+ The failover (high availability) settings configured on the ADC appliance resolve in a one arm or
two-arm configuration. All unused network interfaces have been disabled:
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« If the ADC appliance is placed behind an external load balancer, then the load balancing policy
on the external load balancer is not “least connection”.

The load balancing policy configured on the external load balancer is:

« Ifthe ADC applianceis placed in front of a firewall, the session time-out on the firewall is set to
avalue greater than or equal to 300 seconds.

Note: The TCP idle connection timeout on a NetScaler appliance is 360 seconds. If the timeout
on the firewall is also set to 300 seconds or more, then the appliance can perform TCP connec-
tion multiplexing effectively because connections will not be closed earlier.

The value configured for the session time-out is:

Server configuration checklist

+ “Keep-alive” has been enabled on all the servers.

The value configured for the keep-alive time-out is:

+ The default gateway has been set to the correct value. (The default gateway should either be a
NetScaler appliance or upstream router.) The default gateway is:

+ The server port settings (speed, duplex, flow control, monitoring) are the same as the switch
port settings.

+ If the Microsoft® Internet Information Server is used, buffering is enabled on the server.

« If an Apache Server is used, the MaxConn (maximum number of connections) parameter is con-
figured on the server and on the NetScaler appliance.

The MaxConn (maximum number of connections) value that has been set is:

« If a Netscape Enterprise Server is used, the maximum requests per connection parameter is set
on the NetScaler appliance. The maximum requests per connection value that has been set is:
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Software features configuration checklist

+ Doesthe Layer2 mode feature need to be disabled? (Disable if another Layer 2 device is working
in parallel with a NetScaler appliance.)

Reason for enabling or disabling:

+ Doesthe MAC-based forwarding feature need to be disabled? (If the MAC address used by return
traffic is different, it should be disabled.)

Reason for enabling or disabling:

+ Does host-based reuse need to be disabled? (Is there virtual hosting on the servers?)

Reason for enabling or disabling:

+ Do the default settings of the surge protection feature need to be changed?

Reason for changing or not changing:

Access checklist

+ The system IPs can be pinged from the client-side network.

+ The system IPs can be pinged from the server-side network.

« The managed server(s) can be pinged through the NetScaler.

+ Internet hosts can be pinged from the managed servers.

« The managed server(s) can be accessed through the browser.

+ The Internet can be accessed from managed server(s) using the browser.
+ The system can be accessed using SSH.

« Admin access to all managed server(s) is working.

Note: When you are using the ping utility, ensure that the pinged server has ICMP ECHO enabled,
or your ping will not succeed.

Firewall checklist

The following firewall requirements have been met:

+ UDP 161 (SNMP)
+ UDP 162 (SNMP trap)
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« TCP/UDP 3010 (GUI)
« HTTP 80 (GUI)
« TCP 22 (SSH)

Load balance traffic on a NetScaler appliance

May 2, 2023

The load balancing feature distributes client requests across multiple servers to optimize resource
utilization. In a real-world scenario with a limited number of servers providing service to a large num-
ber of clients, a server can become overloaded and degrade the performance of the server farm. A
NetScaler appliance uses load balancing criteria to prevent bottlenecks by forwarding each client re-
quest to the server best suited to handle the request when it arrives.

To configure load balancing, you define a virtual server to proxy multiple servers in a server farm and
balance the load among them.

When a client initiates a connection to the server, a virtual server terminates the client connection and
initiates a new connection with the selected server, or reuses an existing connection with the server,
to perform load balancing. The load balancing feature provides traffic management from Layer 4 (TCP
and UDP) through Layer 7 (FTP, HTTP, and HTTPS).

The NetScaler appliance uses a number of algorithms, called load balancing methods, to determine
how to distribute the load among the servers. The default load balancing method is the Least Con-
nections method.

A typical load balancing deployment consists of the entities described in the following figure.

Figure 1. Load Balancing Architecture
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Client

Internet

The entities function as follows:

« Virtualserver. An entity thatis represented by an IP address, a port, and a protocol. The virtual
server IP address (VIP) is usually a public IP address. The client sends connection requests to
this IP address. The virtual server represents a bank of servers.

+ Service. A logical representation of a server or an application running on a server. Identifies
the server’s IP address, a port, and a protocol. The services are bound to the virtual servers.

+ Server object. An entity thatis represented by an IP address. The server object is created when
you create a service. The IP address of the service is taken as the name of the server object. You
can also create a server object and then create services by using the server object.

« Monitor. An entity that tracks the health of the services. The appliance periodically probes the
servers using the monitor bound to each service. If a server does not respond within a specified
response timeout, and the specified number of probes fails, the service is marked DOWN. The
appliance then performs load balancing among the remaining services.

Load balancing

May 2, 2023
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To configure load balancing, you must first create services. Then, you create virtual servers and bind
the services to the virtual servers. By default, the NetScaler appliance binds a monitor to each service.
After binding the services, verify your configuration by making sure that all of the settings are correct.

Note: After you deploy the configuration, you can display statistics that show how the entities in
the configuration are performing. Use the statistical utility or the
stat [b vserver <vserverName> command.

Optionally, you can assign weights to a service. The load balancing method then uses the assigned
weight to select a service. For getting started, however, you can limit optional tasks to configuring
some basic persistence settings, for sessions that must maintain a connection to a particular server,
and some basic configuration-protection settings.

The following flow chart illustrates the sequence of the configuration tasks.

Figure 1. Sequence of Tasks to Configure Load Balancing
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Enable load balancing

Before configuring load balancing, make sure that the load balancing feature is enabled.

To enable load balancing by using the CLI

At the command prompt, type the following commands to enable load balancing and verify that it is

enabled:
+ enable feature lb
+ show feature
Example
““pre codeblock

enable feature b
Done
show feature

Feature Acronym Status
———————————————————— 1) Web
Logging wL OFF 2) Surge
Protection SP OFF 3) Load Balancing
LB ON o 5 c 9) SSL
Offloading SSL ON 0 - . Done

<!--NeedCopy--> " °°

To enable load balancing by using the GUI

1. In the navigation pane, expand System, and then click Settings.

2. In the details pane, under Modes and Features, click Change basic features.

3. Inthe Configure Basic Features dialog box, select the Load Balancing check box, and then click
OK.

4. Inthe Enable/Disable Feature(s)? message, click Yes.

Configure services and a virtual server

When you have identified the services you want to load balance, you can implement your initial load
balancing configuration by creating the service objects, creating a load balancing virtual server, and
binding the service objects to the virtual server.
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To implement the initial load balancing configuration by using the CLI

At the command prompt, type the following commands to implement and verify the initial configura-
tion:

« <add service <name> <IPaddress> <serviceType> <port>
« <add |b vserver <vServerName> <serviceType> [<IPaddress> <port>]
« <bind |b vserver <name> <serviceName>
+ <show service bindings <serviceName>
Example

> add service service-HTTP-1 10.102.29.5 HTTP 80
Done
> add 1b vserver vserver-LB-1 HTTP 10.102.29.60 80
Done

> bind 1b vserver vserver-LB-1 service-HTTP-1

Done

> show service bindings service-HTTP-1

service-HTTP-1 (10.102.29.5:80) - State : DOWN

1) vserver-LB-1 (10.102.29.60:80) - State : DOWN
Done
<!--NeedCopy-->

To implement the initial load balancing configuration by using the GUI

1. Navigate to Traffic Management > Load Balancing.

2. In the details pane, under Getting Started, click Load Balancing wizard, and follow the instruc-
tions to create a basic load balancing setup.

3. Return to the navigation pane, expand Load Balancing, and then click Virtual Servers.

4. Select the virtual server that you configured and verify that the parameters displayed at the
bottom of the page are correctly configured.

5. Click Open.

6. Verify that each service is bound to the virtual server by confirming that the Active check box is
selected for each service on the Services tab.

Persistence settings

May 2,2023
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You must configure persistence on a virtual server if you want to maintain the states of connections
on the servers represented by that virtual server (for example, connections used in e-commerce). The
appliance then uses the configured load balancing method for the initial selection of a server, but
forwards to that same server all subsequent requests from the same client.

If persistence is configured, it overrides the load balancing methods once the server has been se-
lected. If the configured persistence applies to a service that is down, the appliance uses the load
balancing methods to select a new service, and the new service becomes persistent for subsequent
requests from the client. If the selected service is in an Out Of Service state, it continues to serve the
outstanding requests but does not accept new requests or connections. After the shutdown period
elapses, the existing connections are closed. The following table lists the types of persistence that
you can configure.

Persistence Type Persistent Connections

Source IP, SSL Session ID, Rule, DESTIP, 250K *

SRCIPDESTIP

Cookielnsert, URL passive, Custom Server ID Memory limit. In case of Cookielnsert, if time

outis not 0, any number of connections is
allowed until limited by memory.

The * in the preceding table refers to the following:

250K sessions per core is the default per packet engine. To configure 1 million session entries per
packet engine, run the following command:

set 1lb parameter -sessionsthreshold <1000000*number of PE>
For a 3 PE system, run the following command:

set 1lb parameter -sessionsthreshold 3000000

Table 1. Limitations on Number of Simultaneous Persistent Connections

If the configured persistence cannot be maintained because of a lack of resources on an appliance,
the load balancing methods are used for server selection. Persistence is maintained for a configured
period of time, depending on the persistence type. Some persistence types are specific to certain
virtual servers. The following table shows the relationship.

Persistence

TypeHeader
1 HTTP HTTPS TCP UDP/IP SSL_Bridge
Source IP YES YES YES YES YES
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Persistence

TypeHeader

1 HTTP HTTPS TCP UDP/IP SSL_Bridge
Cookielnsert  YES YES NO NO NO
SSL Session NO YES NO NO YES
ID

URL Passive YES YES NO NO NO
Custom YES YES NO NO NO
Server ID

Rule YES YES NO NO NO
SRCIPDESTIP  N/A N/A YES YES N/A
DESTIP N/A N/A YES YES N/A

Table 2. Persistence Types Available for Each Type of Virtual Server

You can also specify persistence for a group of virtual servers. When you enable persistence on the
group, the client requests are directed to the same selected server regardless of which virtual server
in the group receives the client request. When the configured time for persistence elapses, any virtual
server in the group can be selected for incoming client requests.

Two commonly used persistence types are persistence based on cookies and persistence based on
server IDs in URLs.

Configure persistence based on cookies

When you enable persistence based on cookies, the NetScaler appliance adds an HTTP cookie into the
Set-Cookie header field of the HTTP response. The cookie contains information about the service to
which the HTTP requests must be sent. The client stores the cookie and includes it in all subsequent
requests, and the ADC uses it to select the service for those requests. You can use this type of persis-
tence on virtual servers of type HTTP or HTTPS.

The NetScaler appliance inserts the cookie <NSC_XXXX>= <ServicelP> <ServicePort>
where:

o <<NSC_XXXX>is the virtual server ID that is derived from the virtual server name.
« <<ServicelP>is the hexadecimal value of the IP address of the service.
+ <<ServicePort> is the hexadecimal value of the port of the service.

If the useEncryptedPersistenceCookie option is enabled, the ADC encrypts ServicelP and Servi-
cePort using the SHA2 hash algorithm when it inserts a cookie and decrypts when it receives a cookie.
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Note: If the client is not allowed to store the HTTP cookie, the subsequent requests do not have the
HTTP cookie, and persistence is not honored.

By default, the ADC appliance sends HTTP cookie version 0, in compliance with the Netscape specifi-
cation. It can also send version 1, in compliance with RFC 2109.

You can configure a timeout value for persistence that is based on HTTP cookies. Note the following:

« IfHTTP cookie version 0 is used, the NetScaler appliance inserts the absolute Coordinated Uni-
versal Time (GMT) of the cookie’s expiration (the expires attribute of the HTTP cookie), calcu-
lated as the sum of the current GMT time on an ADC appliance, and the timeout value.

« Ifan HTTP cookie version 1is used, the ADC appliance inserts a relative expiration time (Max-Age
attribute of the HTTP cookie). In this case, the client software calculates the actual expiration

time.

Note: Most client software currently installed (Microsoft Internet Explorer and Netscape browsers)
understand HTTP cookie version 0; however, some HTTP proxies understand HTTP cookie version 1.

If you set the timeout value to 0, the ADC appliance does not specify the expiration time, regardless
of the HTTP cookie version used. The expiration time then depends on the client software, and such
cookies are notvalid if that software is shut down. This persistence type does not consume any system
resources. Therefore, it can accommodate an unlimited number of persistent clients.

An administrator can change the HTTP cookie version.

To change the HTTP cookie version by using the CLI

At the command prompt, type;
set ns param [-cookieversion ( 0 | 1 )]
<!--NeedCopy-->

Example:

set ns param -cookieversion 1
<!--NeedCopy-->

To change the HTTP cookie version by using the GUI

1. Navigate to System > Settings.
2. Inthe details pane, click Change HTTP Parameters.
3. Inthe Configure HTTP Parameters dialog box, under Cookie, select Version 0 or Version 1.

Note: For information about the parameters, see Configure persistence based on cookies.
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To configure persistence based on cookies by using the CLI

At the command prompt, type the following commands to configure persistence based on cookies
and verify the configuration:

set 1lb vserver <name> -persistenceType COOKIEINSERT

show 1b vserver <name>
<!--NeedCopy-->

Example:

set 1lb vserver vserver-LB-1 -persistenceType COOKIEINSERT
Done
show 1b vserver vserver-LB-1

vserver-LB-1 (10.102.29.60:80) - HTTP Type: ADDRESS

Persistence: COOKIEINSERT (version 0)
Persistence Timeout: 2 min

Done
<!--NeedCopy-->

To configure persistence based on cookies by using the GUI

1. Navigate to Traffic Management > Load Balancing > Virtual Servers.

2. In the details pane, select the virtual server for which you want to configure persistence (for
example, vserver-LB-1), and then click Open.

3. Inthe Configure Virtual Server (Load Balancing) dialog box, on the Method and Persistence tab,
in the Persistence list, select COOKIEINSERT.

4. Inthe Time-out (min) text box, type the time-out value (for example, 2).

5. Click OK.

6. Verify that the virtual server for which you configured persistence is correctly configured by se-
lecting the virtual server and viewing the Details section at the bottom of the pane.

Configure persistence based on server IDs in URLs

The NetScaler appliance can maintain persistence based on the server IDs in the URLs. In a technique
called URL passive persistence, the ADC extracts the server ID from the server response and embeds
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it in the URL query of the client request. The server ID is an IP address and the port specified as a
hexadecimal number. The ADC extracts the server ID from subsequent client requests and uses it to
select the server.

URL passive persistence requires configuring either a payload expression or a policy infrastructure
expression specifying the location of the server ID in the client requests. For more information about
expressions, see Policy Configuration and Reference.

Note: If the server ID cannot be extracted from the client requests, server selection is based on the
load balancing method.

Example: Payload Expression

The expression, URLQUERY contains sid= configures the system to extract the server ID from the URL
query of a client request, after matching the token sid=. Thus, a request with the URL http: //www
.citrix.com/index.asp?\\&sid;=c0a864100050 is directed to the server with the IP address
10.102.29.10 and port 80.

The timeout value does not affect this type of persistence, which is maintained as long as the server
ID can be extracted from the client requests. This persistence type does not consume any system
resources, so it can accommodate an unlimited number of persistent clients.

Note: For information about the parameters, see Load Balancing.

To configure persistence based on server IDs in URLs by using the CLI

At the command prompt, type the following commands to configure persistence based on server IDs
in URLs and verify the configuration:

set 1lb vserver <name> -persistenceType URLPASSIVE

<show 1lb vserver <name>
<!--NeedCopy-->

Example:

set 1lb vserver vserver-LB-1 -persistenceType URLPASSIVE
Done
show 1b vserver vserver-LB-1

vserver-LB-1 (10.102.29.60:80) - HTTP Type: ADDRESS

Persistence: URLPASSIVE
Persistence Timeout: 2 min
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Done
<!--NeedCopy-->

To configure persistence based on server IDs in URLs by using the GUI

1. Navigate to Traffic Management > Load Balancing > Virtual Servers.

2. In the details pane, select the virtual server for which you want to configure persistence (for
example, vserver-LB-1), and then click Open.

3. Inthe Configure Virtual Server (Load Balancing) dialog box, on the Method and Persistence tab,
in the Persistence list, select URLPASSIVE.

4. In the Time-out (min) text box, type the time-out value (for example, 2).

5. In the Rule text box, enter a valid expression. Alternatively, click Configure next to the Rule text
box and use the Create Expression dialog box to create an expression.

6. Click OK.

7. Verify that the virtual server for which you configured persistence is correctly configured by se-
lecting the virtual server and viewing the Details section at the bottom of the pane.

Configure features to protect the load balancing configuration

September 21, 2020

You can configure URL redirection to provide notifications of virtual server malfunctions, and you can
configure backup virtual servers to take over if a primary virtual server becomes unavailable.

Configure URL redirection

You can configure a redirect URL to communicate the status of the appliance in the event that a vir-
tual server of type HTTP or HTTPS is down or disabled. This URL can be a local or remote link. The
appliance uses HTTP 302 redirect.

Redirects can be absolute URLs or relative URLs. If the configured redirect URL contains an absolute
URL, the HTTP redirect is sent to the configured location, regardless of the URL specified in the incom-
ing HTTP request. If the configured redirect URL contains only the domain name (relative URL), the
HTTP redirect is sent to a location after appending the incoming URL to the domain configured in the
redirect URL.

Note: If a load balancing virtual server is configured with both a backup virtual server and a redirect
URL, the backup virtual server takes precedence over the redirect URL. In this case, a redirect is used

© 1999-2023 Cloud Software Group, Inc. All rights reserved. 166



NetScaler 14.1

when both the primary and backup virtual servers are down.

To configure a virtual server to redirect client requests to a URL by using the CLI

At the command prompt, type the following commands to configure a virtual server to redirect client
requests to a URL and verify the configuration:

set 1lb vserver <name> -redirectURL <URL>

show 1lb vserver <name>
<!--NeedCopy-->

Example:

> set 1lb vserver vserver-LB-1 -redirectURL <http://www.newdomain.
com/mysite/maintenance>
Done
> show 1b vserver vserver-LB-1
vserver-LB-1 (10.102.29.60:80) - HTTP Type: ADDRESS
State: DOWN
Last state change was at Wed Jun 17 08:56:34 2009 (+666 ms)

Redirect URL: <http://www.newdomain.com/mysite/maintenance>

Done
>
<!--NeedCopy-->

To configure a virtual server to redirect client requests to a URL by using the GUI

1. Navigate to Traffic Management > Load Balancing > Virtual Servers.

2. Inthe details pane, select the virtual server for which you want to configure URL redirection (for
example, vserver-LB-1), and then click Open.

3. In the Configure Virtual Server (Load Balancing) dialog box, on the Advanced tab, in the
Redirect URL text box, type the URL (for example, http://www.newdomain.com/mysite/
maintenance), and then click OK.

4. Verify that the redirect URL you configured for the server appears in the Details section at the
bottom of the pane.
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Configure backup virtual servers

If the primary virtual server is down or disabled, the appliance can direct the connections or client
requests to a backup virtual server that forwards the client traffic to the services. The appliance can
also send a notification message to the client regarding the site outage or maintenance. The backup
virtual server is a proxy and is transparent to the client.

You can configure a backup virtual server when you create a virtual server or when you change the
optional parameters of an existing virtual server. You can also configure a backup virtual server for an
existing backup virtual server, thus creating a cascaded backup virtual server. The maximum depth
of cascading backup virtual serversis 10. The appliance searches for a backup virtual server thatis up
and accesses that virtual server to deliver the content.

You can configure URL redirection on the primary for use when the primary and the backup virtual
servers are down or have reached their thresholds for handling requests.

Note: If no backup virtual server exists, an error message appears, unless the virtual server is config-
ured with a redirect URL. If both a backup virtual server and a redirect URL are configured, the backup
virtual server takes precedence.

To configure a backup virtual server by using the CLI

At the command prompt, type the following commands to configure a backup server and verify the
configuration:

set 1lb vserver <name> [-backupVserver <string>]

show 1b vserver <name>
<!--NeedCopy-->

Example:

> set 1lb vserver vserver-LB-1 -backupVserver vserver-LB-2

Done

> show 1lb vserver vserver-LB-1
vserver-LB-1 (10.102.29.60:80) - HTTP Type: ADDRESS
State: DOWN
Last state change was at Wed Jun 17 08:56:34 2009 (+661 ms)

Backup: vserver-LB-2
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Done
>
<!--NeedCopy-->

To set up a backup virtual server by using the GUI

1. Navigate to Traffic Management > Load Balancing > Virtual Servers.

2. In the details pane, select the virtual server for which you want to configure the backup virtual
server (for example, vserver-LB-1), and then click Open.

3. Inthe Configure Virtual Server (Load Balancing) dialog box, on the Advanced tab, in the Backup
Virtual Server list, select the backup virtual server (for example, vserver-LB-2, and then click OK.

4. Verify that the backup virtual server you configured appears in the Details section at the bottom
of the pane.

Note: If the primary server goes down and then comes back up, and you want the backup virtual
servertofunction as the primary server until you explicitly reestablish the primary virtual server,
select the Disable Primary When Down check box.

A typical load balancing scenario

May 2, 2023

In a load balancing setup, the NetScaler appliances are logically located between the client and the
server farm, and they manage traffic flow to the servers.

The following figure shows the topology of a basic load balancing configuration.

Figure 1. Basic Load Balancing Topology
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VIP: vserver-LB-1
IP Address:
10.102.29.60

NetScaler

Client

(Least Loaded)  Server-1 Server-2
Service: service-HTTP-1  Service: service-HTTP-2
IP Address: 10.102.29.5 IP Address: 10.102.29.6

The virtual server selects the service and assigns it to serve client requests. Consider the scenario in
the preceding figure, where the services service-HTTP-1 and service-HTTP-2 are created and bound
to the virtual server named virtual server-LB-1. Virtual server-LB-1 forwards the client request to ei-
ther service-HTTP-1 or service-HTTP-2. The system selects the service for each request by using the
Least Connections load balancing method. The following table lists the names and values of the basic
entities that must be configured on the system.

Table 1. LB Configuration Parameter Values

The following figure shows the load balancing sample values and required parameters that are de-
scribed in the preceding table.

Figure 2. Load Balancing Entity Model
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Client

Internet

The following tables list the commands used to configure this load balancing setup by using the com-

mand line interface.

Vserver-LB-1
10.102.29.60:80
HTTP

Service-HTTP-1
10.102.29.5:80
HTTP

" Monitor
Default

Service-HTTP-2
10.102.29.6:80
HTTP

Default

Task

Command

To enable load balancing

To create a service named service-HTTP-1

To create a service named service-HTTP-2

To create a virtual server named vserver-LB-1
To bind a service named service-HTTP-1to a

virtual server named vserver-LB-1

To bind a service named service-HTTP-2to a
virtual server named vserver-LB-1

enable feature b

add service service-HTTP-1 10.102.29.5 HTTP
80

add service service-HTTP-2 10.102.29.6 HTTP
80

add |b vserver vserver-LB-1 HTTP 10.102.29.60
80

bind b vserver vserver-LB-1 service-HTTP-1

bind |b vserver vserver-LB-1 service-HTTP-2
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Table 2. Initial Configuration Tasks

For more information about the initial configuration tasks, see Setting Up Basic Load Balancing.

Task

To view the properties of a virtual server
named vserver-LB-1

To view the statistics of a virtual server named
vserver-LB-1

To view the properties of a service named
service-HTTP-1

To view the statistics of a service named
service-HTTP-1

To view the bindings of a service named
service-HTTP-1

Table 3. Verification Tasks

Task

To configure persistence on a virtual server
named vserver-LB-1

To configure COOKIEINSERT persistence on a
virtual server named vserver-LB-1

To configure URLPassive persistence on a
virtual server named vserver-LB-1

To configure a virtual server to redirect the
client request to a URL on a virtual server
named vserver-LB-1

To set a backup virtual server on a virtual
server named vserver-LB-1

Table 4. Customization Tasks

Command

show lb vserver vserver-LB-1

stat b vserver vserver-LB-1

show service service-HTTP-1

stat service service-HTTP-1

show service bindings service-HTTP-1

Command

set lb vserver vserver-LB-1 -persistenceType
SOURCEIP -persistenceMask 255.255.255.255
-timeout 2

set |b vserver vserver-LB-1 -persistenceType
COOKIEINSERT

set |b vserver vserver-LB-1 -persistenceType
URLPASSIVE

set |b vserver vserver-LB-1 -redirectURL
http:

set lb vserver vserver-LB-1 -backupVserver
vserver-LB-2

For more information about configuring persistence, see Choosing and Configuring Persistence Set-

tings. For information about configuring a virtual server to redirect a client request to a URL and set-

ting up a backup virtual server, see Configuring Features to Protect the Load Balancing Configuration.
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Use case: How to force Secure and HttpOnly cookie options for websites
using the NetScaler appliance

May 2,2023

The web administrators may force the Secure, or HttpOnly, or both the flags on the Session ID and the
authentication cookies that are generated by the web applications. You can modify the Set-cookie
headers to include these two options by using an HTTP load balancing virtual server and rewrite poli-
cies on a NetScaler appliance.

« HttpOnly - This option on a cookie causes the web browsers to return the cookie using the
HTTP or HTTPS protocol only. The non-HTTP methods such as JavaScript document.cookie
references cannot access the cookie. This option helps in preventing cookie theft due to cross-
site scripting.

NOTE

You cannot use the HttpOnly option when a web application requires access to Cookie con-
tents by using a client-side script, such as JavaScript or a client-side Java Applet. You can
use the method mentioned in this document to rewrite only the server-generated cookies
and not the cookies generated by NetScaler appliance. For example, AppFirewall, persis-
tence, VPN session cookies and so on.

» Secure - This option on a cookie causes the web browsers to return only the cookie value when
the transmission is encrypted by SSL. This option can be used to prevent cookie theft through
connection eavesdropping.

NOTE

The following procedure is not applicable for VPN virtual servers.

To configure the NetScaler appliance to force the Secure and HttpOnly flags for an
existing HTTP virtual server by using CLI

1. Create a rewrite action.

This exampleis configured to set both Secure and HttpOnly flags. If either oneis missing, modify
it as necessary for other combinations.

add rewrite action act_cookie_Secure replace_all http.RES.
full_Header "\"Secure; HttpOnly; path=/\"" -search "regex(re! (
path=/\\; Secure; HttpOnly) | (path=/\\; Secure) | (path=/\\;
HttpOnly) | (path=/)!)"

<!--NeedCopy-->
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This policy replaces all instances of “path=/”, “path=/; Secure”, “path=/; Secure; HttpOnly” and
“path=/; HttpOnly” with “Secure; HttpOnly; path=/". This regular expression (regex) fails if the
case doesn’t match.

2. Create a rewrite policy to trigger the action.

add rewrite policy rw_force_secure_cookie "http.RES.HEADER(\"Set-
Cookie\") .EXISTS" act_cookie_Secure
<!--NeedCopy-->

3. Bind the rewrite policy to the virtual server to be secured. If Secure option is used, an SSL
virtual server must be used.

bind 1lb vserver mySSLVServer -policyName rw_force_secure_cookie -
priority 100 -gotoPriorityExpression NEXT -type RESPONSE
<!--NeedCopy—-->

Examples:

The following example shows the cookie before setting the httpOnly flag
Set-Cookie: CtxsAuthId=C5614491; path=/Citrix/ProdwWeb
<!--NeedCopy-->

The following example shows the cookie after setting the httpOnly flag

Set-Cookie: CtxsAuthId=C5614491; Secure; HttpOnly; path=/Citrix/ProdWeb

/
<!--NeedCopy-->

To configure the NetScaler appliance to force the Secure and HttpOnly flags for an
existing HTTP virtual server by using GUI

1. Navigate to AppExpert > Rewrite > Actions, and click Add to add a new rewrite action.
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« Create Rewrite Action

Expression to choose target location Expression Editor

Select v Selec v Select ~ @

hitp RES FULL_HEADER

2. Navigate to AppExpert > Rewrite > Policies, and click Add to add a new rewrite policy.

< Create Rewrite Policy

Name*

rw_force_secure_cookie (D
Action*

act_cookie_Secure_New v ®

Configure Assignments

Configure Rewrite Actions

Log Action
v Add
Undefined-Result Action*
-Global-undefined-result-action- v
Expression* Expression Editor
‘ Select v Select v select v @

http.RES.HEADER("Set-Cookie").EXISTS

Evaluate

Comments

<

3. Navigate to Traffic Management > Load Balancing > Virtual Servers, and then bind the
rewrite (response) policy to the corresponding SSL virtual server.

Load Balancing Virtual Server Rewrite Policy Binding X

Add Binding l Regenerate Priorities ‘ \ Bind NOPOLICY-REWRITE ‘ [ No action vl

Q Click here to search or you can ente

(m] PRIORITY POLICY NAME EXPRESSION ACTION GOTO EXPRESSION INVOKE

D 100 rw_force_secure_cookie http.RES.HEADER("Set-Cookie").EXISTS act_cookie_Secure_New END
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Accelerate load balanced traffic by using compression

May 2, 2023

Compression is a popular means of optimizing bandwidth usage, and most web browsers support
compressed data. If you enable the compression feature, the NetScaler appliance intercepts requests
from clients and determines whether the client can accept compressed content. After receiving the
HTTP response from the server, the appliance examines the content to determine whether it is com-
pressible. If the content is compressible, the appliance compresses it, modifies the response header
to indicate the type of compression performed, and forwards the compressed content to the client.

NetScaler compression is a policy-based feature. A policy filters requests and responses to identify re-
sponsesto be compressed, and specifies the type of compression to apply to each response. The appli-
ance provides several built-in policies to compress common MIME types such as text/html, text/plain,
text/xml, text/css, text/rtf, application/msword, application/vnd.ms-excel, and application/vnd.ms-
powerpoint. You can also create custom policies. The appliance does not compress compressed MIME
types such as application/octet-stream, binary, bytes, and compressed image formats such as GIF and
JPEG.

To configure compression, you must enable it globally and on each service that will provide responses
that you want compressed. If you have configured virtual servers for load balancing or content switch-
ing, you should bind the polices to the virtual servers. Otherwise, the policies apply to all traffic that
passes through the appliance.

Compression configuration task sequence

The following flow chart shows the sequence of tasks for configuring basic compression in a load bal-
ancing setup.

Figure 1. Sequence of Tasks to Configure Compression
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Note: The steps in the above figure assume that load balancing has already been configured.

Enable compression

By default, compression is not enabled. You must enable the compression feature to allow compres-
sion of HTTP responses that are sent to the client.

To enable compression by using the CLI

At the command prompt, type the following commands to enable compression and verify the config-
uration:
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+ enable ns feature CMP
« show ns feature

> enable ns feature CMP

Done

> show ns feature

Feature Acronym Status
1) Web Logging wL ON
2) Surge Protection SP OFF
7) Compression Control CMP ON
Done
<!--NeedCopy-->
To enable compression by using the GUI
1. In the navigation pane, expand System, and then click Settings.
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2. In the details pane, under Modes and Features, click Change basic features.

3. In the Configure Basic Features dialog box, select the Compression check box, and then click
OK.

4. Inthe Enable/Disable Feature(s)? dialog box, click Yes.

Configure services to compress data

In addition to enabling compression globally, you must enable it on each service that will deliver files
to be compressed.

To enable compression on a service by using the CLI

At the command prompt, type the following commands to enable compression on a service and verify
the configuration:

« set service <name>-CMP YES
« show service <name>

> show service SVC_HTTP1

SVC_HTTP1 (10.102.29.18:80) - HTTP

State: UP

Last state change was at Tue Jun 16 06:19:14 2009 (+737 ms)

Time since last state change: 0 days, 03:03:37.200

Server Name: 10.102.29.18

Server ID : 0O Monitor Threshold : 0

Max Conn: © Max Req: O Max Bandwidth: @ kbits

Use Source IP: NO
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Client Keepalive(CKA): NO

Access Down Service: NO

TCP Buffering(TCPB): NO

HTTP Compression(CMP): YES

Idle timeout: Client: 180 sec Server: 360 sec

Client IP: DISABLED

Cacheable: NO

SC: OFF

SP: OFF

Down state flush: ENABLED

1) Monitor Name: tcp-default

State: DOWN Weight: 1

Probes: 1095 Failed [Total: 1095 Current: 1095]

Last response: Failure - TCP syn sent, reset received.

Response Time: N/A
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Done

<!--NeedCopy-->

To enable compression on a service by using the GUI

1. Navigate to Traffic Management > Load Balancing > Services.

2. Inthedetails pane, select the service for which you want to configure compression (for example,
service-HTTP-1), and then click Open.

3. On the Advanced tab, under Settings, select the Compression check box, and then click OK.

4. Verify that, when the service is selected, HTTP Compression(CMP): ON appears in the Details

section at the bottom of the pane.

Bind a compression policy to a virtual server

If you bind a policy to a virtual server, the policy is evaluated only by the services associated with
that virtual server. You can bind compression policies to a virtual server either from the Configure
Virtual Server (Load Balancing) dialog box or from the Compression Policy Manager dialog box. This
topic includes instructions to bind compression policies to a load balancing virtual server by using
the Configure Virtual Server (Load Balancing) dialog box.

To bind or unbind a compression policy to a virtual server by using the command line

At the command prompt, type the following commands to bind or unbind a compression policy to a
load balancing virtual server and verify the configuration:

(bind unbind) lb vserver <name> -policyName
<string>

L]
« show lb vserver <name>
Example:

> bind 1b vserver T1lbvip —-policyName ns_cmp_msapp
Done
> showlbvserverlbvip

lbvip(8.7.6.6:80)-HTTPType:ADDRESS
State:UP
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LaststatechangewasatThuMay2805:37:212009 (+685ms)
Timesincelaststatechange:19days,04:26:50.470
EffectiveState:UP

ClientIdleTimeout:180sec

Downstateflush:ENABLED
DisablePrimaryVserverOnDown:DISABLED
PortRewrite:DISABLED
No.ofBoundServices:1(Total)1l(Active)
ConfiguredMethod:LEASTCONNECTION
CurrentMethod:RoundRobin,Reason:Boundservice'sstatechangedtoUP
Mode:IP

Persistence:NONE

VserverIPandPortinsertion:0OFF
Push:DISABLEDPushVServer:

PushMultiClients:NO

PushLabelRule:

BoundServiceGroups:
1)GroupName:Service-Group-1

1)Service-Group-1(10.102.29.252:80)-HTTPState:UPWeight:1
1)Policy:ns_cmp_msappPriority:0
Done

<!--NeedCopy-->

To bind or unbind a compression policy to a load balancing virtual server by using the GUI

1. Navigate to Traffic Management > Load Balancing > Virtual Servers.
2. Inthe details pane, select the virtual server to which you want to bind or unbind a compression
policy (for example, Vserver-LB-1), and then click Open.
3. In the Configure Virtual Server (Load Balancing) dialog box, on the Policies tab, click Compres-
sion.
4. Do one of the following:
« To bind a compression policy, click Insert Policy, and then select the policy you want to
bind to the virtual server.
« To unbind a compression policy, click the name of the policy you want to unbind from the
virtual server, and then click Unbind Policy.
5. Click OK.
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Secure load balanced traffic by using SSL

May 2, 2023

The NetScaler SSL offload feature transparently improves the performance of websites that conduct
SSL transactions. By offloading CPU-intensive SSL encryption and decryption tasks from the local
web server to the appliance, SSL offloading ensures secure delivery of web applications without the
performance penalty incurred when the server processes the SSL data. Once the SSL traffic is de-
crypted, it can be processed by all standard services. The SSL protocol works seamlessly with various
types of HTTP and TCP data and provides a secure channel for transactions using such data.

To configure SSL, you must first enable it. Then, you configure HTTP or TCP services and an SSL virtual
server on the appliance, and bind the services to the virtual server. You must also add a certificate-
key pair and bind it to the SSL virtual server. If you use Outlook Web Access servers, you must create
an action to enable SSL support and a policy to apply the action. An SSL virtual server intercepts
incoming encrypted traffic and decrypts it by using a negotiated algorithm. The SSL virtual server
then forwards the decrypted data to the other entities on the appliance for appropriate processing.

For detailed information about SSL offloading, see SSL offload and acceleration.

SSL configuration task sequence

To configure SSL, you must first enableit. Then, you must create an SSL virtual serverand HTTP or TCP
services on the NetScaler appliance. Finally, you must bind a valid SSL certificate and the configured
services to the SSL virtual server.

An SSL virtual server intercepts incoming encrypted traffic and decrypts it using a negotiated algo-
rithm. The SSL virtual server then forwards the decrypted data to the other entities on the NetScaler
appliance for appropriate processing.

The following flow chart shows the sequence of tasks for configuring a basic SSL offload setup.

Figure 1. Sequence of Tasks to Configure SSL Offloading
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Enable SSL offload

First enable the SSL feature. You can configure SSL-based entities on the appliance without enabling
the SSL feature, but they will not work until you enable SSL.

Enable SSL by using the CLI

At the command prompt, type the following commands to enable SSL Offload and verify the configu-
ration:

- enable ns feature SSL
- show ns feature
<!--NeedCopy-->

Example:

> enable ns feature ssl

Done

> show ns feature

Feature Acronym Status

1) Web Logging WL ON

2) SurgeProtection SP OFF

3) Load Balancing LB ON .

9) SSL Offloading SSL ON

10) Global Server Load Balancing GSLB ON .
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Done >
<!--NeedCopy-->

Enable SSL by using the GUI

Follow these steps:

1. Inthe navigation pane, expand System, and then click Settings.

2. Inthe details pane, under Modes and Features, click Change basic features.
3. Select the SSL Offloading check box, and then click OK.

4. Inthe Enable/Disable Feature(s)? message box, click Yes.

Create HTTP services

A service on the appliance represents an application on a server. Once configured, services are in the
disabled state until the appliance can reach the server on the network and monitor its status. This
topic covers the steps to create an HTTP service.

Note: For TCP traffic, perform the following procedures, but create TCP services instead of HTTP ser-

vices.

Add an HTTP service by using the CLI

At the command prompt, type the following commands to add an HTTP service and verify the config-
uration:

- add service <name> (<IP> | <serverName>) <serviceType> <port>
- show service <name>
<!--NeedCopy-->

Example:

> add service SVC_HTTP1 10.102.29.18 HTTP 80
Done
> show service SVC_HTTP1

SVC_HTTP1 (10.162.29.18:80) - HTTP
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State: UP

Last state change was at Wed Jul 15 06:13:05 2009

Time since last state change: 0 days, 00:00:15.350

Server Name: 10.102.29.18

Server ID : 0 Monitor Threshold : 0

Max Conn: © Max Req: © Max Bandwidth: 0@ kbits

Use Source IP: NO

Client Keepalive(CKA): NO

Access Down Service: NO

TCP Buffering(TCPB): NO

HTTP Compression(CMP): YES

Idle timeout: Client: 180 sec Server: 360 sec

Client IP: DISABLED

Cacheable: NO

SC: OFF
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SP: OFF

Down state flush: ENABLED

1) Monitor Name: tcp-default
State: UP Weight: 1
Probes: 4 Failed [Total: 0 Current: 0]

Last response: Success - TCP syn+ack received.

Response Time: N/A

Done
<!--NeedCopy-->

Add an HTTP service by using the GUI

Follow these steps:

1. Navigate to Traffic Management > SSL Offload > Services.

2. Inthe details pane, click Add.

3. In the Create Service dialog box, type the name of the service, IP address, and port (for exam-
ple, SVC_HTTP1, 10.102.29.18, and 80).

4. In the Protocol list, select the type of the service (for example, HTTP).

5. Click Create, and then click Close. The HTTP service you configured appears in the Services
page.

6. Verify that the parameters you configured are correctly configured by selecting the service and
viewing the Details section at the bottom of the pane.
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Add an SSL based virtual server

In a basic SSL offloading setup, the SSL virtual server intercepts encrypted traffic, decrypts it, and
sends the clear text messages to the services that are bound to the virtual server. Offloading CPU-
intensive SSL processing to the appliance allows the back-end servers to process a greater number of
requests.

Add an SSL-based virtual server by using the CLI

At the command prompt, type the following commands to create an SSL-based virtual server and
verify the configuration:

- add 1b vserver <name> <serviceType> [<IPAddress> <port>]
- show 1b vserver <name>
<!--NeedCopy-->

Caution: To ensure secure connections, you must bind a valid SSL certificate to the SSL-based
virtual server before you enable it.

Example:

> add 1lb vserver vserver-SSL-1 SSL 10.102.29.50 443
Done

> show 1lb vserver vserver-SSL-1

vserver-SSL-1 (10.102.29.50:443) - SSL Type: ADDRESS

State: DOWN[Certkey not bound] Last state change was at Tue Jun 16
06:33:08 2009 (+176 ms)

Time since last state change: 0 days, 00:03:44.120

Effective State: DOWN Client Idle Timeout: 180 sec

Down state flush: ENABLED

Disable Primary Vserver On Down : DISABLED
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No. of Bound Services : 0 (Total) ©® (Active)

Configured Method: LEASTCONNECTION Mode: IP

Persistence: NONE

Vserver IP and Port insertion: OFF

Push: DISABLED Push VServer: Push Multi Clients: NO Push Label Rule:
Done
<!--NeedCopy-->

Add an SSL-based virtual server by using the GUI

Follow these steps:

1. Navigate to Traffic Management > SSL Offload > Virtual Servers.

2. In the details pane, click Add.

3. In the Create Virtual Server (SSL Offload) dialog box, type the name of the virtual server, IP
address, and port.

4. In the Protocol list, select the type of the virtual server, for example, SSL.

5. Click Create, and then click Close.

6. Verify thatthe parametersyou configured are correctly configured by selecting the virtual server
and viewing the Details section at the bottom of the pane. The virtual server is marked as DOWN
because a certificate-key pair and services have not been bound to it.

Caution: To ensure secure connections, you must bind a valid SSL certificate to the SSL-based

virtual server before you enable it.

Bind services to the SSL virtual server

After decrypting the incoming data, the SSL virtual server forwards the data to the services that you
have bound to the virtual server.

Data transfer between the appliance and the servers can be encrypted or in clear text. If the data
transfer between the appliance and the serversis encrypted, the entire transaction is secure from end
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to end. For more information about configuring the system for end-to-end security, see SSL offload
and acceleration.

Bind a service to a virtual server by using the CLI

At the command prompt, type the following commands to bind a service to the SSL virtual server and
verify the configuration:

- bind 1b vserver <name> <serviceName>
- show 1lb vserver <name>
<!--NeedCopy-->

Example:

> bind 1b vserver vserver-SSL-1 SVC_HTTP1

Done

> show 1lb vserver vserver-SSL-1 vserver-SSL-1 (10.102.29.50:443) -
SSL Type:

ADDRESS State: DOWN[Certkey not bound]

Last state change was at Tue Jun 16 06:33:08 2009 (+174 ms)

Time since last state change: 0 days, 00:31:53.70

Effective State: DOWN Client Idle

Timeout: 180 sec

Down state flush: ENABLED Disable Primary Vserver On Down

DISABLED No. of Bound Services : 1 (Total) 0 (Active)
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Configured Method: LEASTCONNECTION Mode: IP Persistence: NONE Vserver
IP and

Port insertion: OFF Push: DISABLED Push VServer: Push Multi Clients:
NO Push Label Rule:

1) SVC_HTTP1 (10.102.29.18: 80) - HTTP

State: DOWN Weight: 1

Done
<!--NeedCopy-->

Bind a service to a virtual server by using the GUI

1. Navigate to Traffic Management > SSL Offload > Virtual Servers.

2. Inthe details pane, select a virtual server, and then click Open.

3. Onthe Services tab, in the Active column, select the check boxes next to the services that you
want to bind to the selected virtual server.

4. Click OK.

5. Verify that the Number of Bound Services counter in the Details section at the bottom of the
pane is incremented by the number of services that you bound to the virtual server.

Add a certificate-key pair

An SSL certificate is an integral element of the SSL Key-Exchange and encryption/decryption process.
The certificate is used during an SSL handshake to establish the identity of the SSL server. You can
use a valid, existing SSL certificate that you have on the NetScaler appliance, or you can create your
own SSL certificate. The appliance supports RSA certificates of up to 4096 bits.

ECDSA certificates with only the following curves are supported:

« prime256v1 (P_256 on the ADC)
» secp384rl (P_384 on the ADC)
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+ secp521rl (P_521 on the ADC; supported on VPX only)
o secp224rl (P_224 on the ADC; supported on VPX only)

Note: Citrix recommends that you use a valid SSL certificate that has been issued by a trusted
certificate authority. Invalid certificates and self-created certificates are not compatible with all
SSL clients.

Before a certificate can be used for SSL processing, you must pair it with its corresponding key. The
certificate key pair is then bound to the virtual server and used for SSL processing.

Add a certificate key pair by using the CLI

Note: For information about creating an ECDSA certificate-key pair, see Create an ECDSA
certificate-key pair.

At the command prompt, type the following commands to create a certificate key pair and verify the
configuration:

- add ssl certKey <certkeyName> -cert <string> [-key <string>]
- show sslcertkey <name>
<!--NeedCopy-->

Example:

> add ssl certKey CertKey-SSL-1 -cert ns-root.cert -key ns-root.key

Done

> show sslcertkey CertKey-SSL-1

Name: CertKey-SSL-1 Status: Valid,

Days to expiration:4811 Version: 3

Serial Number: 00 Signature Algorithm: md5WithRSAEncryption Issuer:
C=US,ST=California,L=San

Jose,0=Citrix ANG,0U=NS Internal,CN=de fault
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Validity Not Before: Oct 6 06:52:07 2006 GMT Not After : Aug 17
21:26:47 2022 GMT

Subject: C=US,ST=California,L=San Jose,0=Citrix ANG,0U=NS Internal,
CN=d efault Public Key

Algorithm: rsaEncryption Public Key

size: 1024

Done
<!--NeedCopy-->

Add a certificate key pair by using the GUI

Follow these steps:

1. Navigate to Traffic Management > SSL > Certificates.

2. In the details pane, click Add.

3. In the Install Certificate dialog box, in the Certificate-Key Pair Name text box, type a name for
the certificate key pair you want to add, for example, Certkey-SSL-1.

4. Under Details, in Certificate File Name, click Browse (Appliance) to locate the certificate. Both
the certificate and the key are stored in the /nsconfig/ssl/ folder on the appliance. To use a
certificate present on the local system, select Local.

5. Select the certificate you want to use, and then click Select.

6. InPrivate Key File Name, click Browse (Appliance) to locate the private key file. To use a private
key present on the local system, select Local.

7. Select the key you want to use and click Select. To encrypt the key used in the certificate key
pair, type the password to be used for encryption in the Password text box.

8. Click Install.

9. Double-click the certificate key pair and, in the Certificate Details window, verify that the param-
eters have been configured correctly and saved.

Bind an SSL certificate key pair to the virtual server

After you pairing an SSL certificate with its corresponding key, bind the certificate-key pair to the SSL
virtual server so that it can be used for SSL processing. Secure sessions require establishing a connec-
tion between the client computer and an SSL-based virtual server on the appliance. SSL processing
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is then carried out on the incoming traffic at the virtual server. Therefore, before enabling the SSL
virtual server on the appliance, you need to bind a valid SSL certificate to the SSL virtual server.

Bind an SSL certificate key pair to a virtual server by using the CLI

At the command prompt, type the following commands to bind an SSL certificate key pair to a virtual
server and verify the configuration:

- bind ssl vserver <vServerName> -certkeyName <string>
- show ssl vserver <name>
<!--NeedCopy-—->

Example:

> bind ssl vserver Vserver-SSL-1 -certkeyName CertKey-SSL-1

Done

> show ssl vserver Vserver-SSL-1

Advanced SSL configuration for VServer Vserver-SSL-1:

DH: DISABLED

Ephemeral RSA: ENABLED Refresh Count: ©

Session Reuse: ENABLED Timeout: 120 seconds

Cipher Redirect: ENABLED

SSLv2 Redirect: ENABLED

ClearText Port: O
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Client Auth: DISABLED

SSL Redirect: DISABLED

Non FIPS Ciphers: DISABLED

SSLv2: DISABLED SSLv3: ENABLED TLSvl: ENABLED

1) CertKey Name: CertKey-SSL-1 Server Certificate

1) Cipher Name: DEFAULT

Description: Predefined Cipher Alias

Done
<!--NeedCopy-->

Bind an SSL certificate key pair to a virtual server by using the GUI

Follow these steps:

1. Navigate to Traffic Management > SSL Offload > Virtual Servers.

2. Select the virtual server to which you want to bind the certificate key pair, for example, Vserver-
SSL-1, and click Open.

3. Inthe Configure Virtual Server (SSL Offload) dialog box, on the SSL Settings tab, under Avail-
able, select the certificate key pair that you want to bind to the virtual server. Then click Add.

4. Click OK.

5. Verify that the certificate key pair that you selected appears in the Configured area.
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Configure support for Outlook web access

If you use Outlook Web Access (OWA) servers on your NetScaler appliance, you must configure the
appliance to insert a special header field, FRONT-END-HTTPS: ON, in HTTP requests directed to the
OWA servers, so that the servers generate URL links as https: // instead of http:

Note: You can enable OWA support for HTTP-based SSL virtual servers and services only. You cannot
apply it for TCP-based SSL virtual servers and services.

To configure OWA support, do the following:

+ Create an SSL action to enable OWA support.
+ Create an SSL policy.
« Bind the policy to the SSL virtual server.

Create an SSL action to enable OWA support

Before you can enable Outlook Web Access (OWA) support, you must create an SSL action. SSL actions
are bound to SSL policies and triggered when incoming data matches the rule specified by the policy.

Create an SSL action to enable OWA support by using the CLI

Atthe command prompt, type the following commands to create an SSL action to enable OWA support
and verify the configuration:

- add ssl action <name> -OWASupport ENABLED
- show SSL action <name>
<!--NeedCopy-->

Example:

> add ssl action Action-SSL-OWA -OWASupport enabled

Done

> show SSL action Action-SSL-OWA

Name: Action-SSL-OWA
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Data Insertion Action: OWA

Support: ENABLED

Done
<!--NeedCopy-->

Create an SSL action to enable OWA support by using the GUI

Follow these steps:

Navigate to Traffic Management > SSL > Policies.

In the details pane, on the Actions tab, click Add.

In the Create SSL Action dialog box, in the Name text box, type Action-SSL-OWA.
Under Outlook Web Access, select Enabled.

Click Create, and then click Close.

Verify that Action-SSL-OWA appears in the SSL Actions page.

A A

Create SSL policies

SSL policies are created by using the policy infrastructure. Each SSL policy has an SSL action bound
toit, and the action is carried out when incoming traffic matches the rule that has been configured in

the policy.

Create an SSL policy by using the CLI

At the command prompt, type the following commands to configure an SSL policy and verify the con-

figuration:

- add ssl policy <name> -rule <expression> -reqAction <string>
- show ssl policy <name>
<!--NeedCopy-->

Example:

> add ssl policy-SSL-1 -rule ns_true -reqaction Action-SSL-OWA
Done

> show ssl policy-SSL-1
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Name: Policy-SSL-1 Rule: ns_true
Action: Action-SSL-OWA Hits: O

Policy is bound to following entities
1) PRIORITY : ©

Done
<!--NeedCopy-->

Create an SSL policy by using the GUI

Follow these steps:

1. Navigate to Traffic Management > SSL > Policies.

2. Inthe details pane, click Add.

3. Inthe Create SSL Policy dialog box, in the Name text box, type the name of the SSL Policy (for
example, Policy-SSL-1).

4. In Request Action, select the configured SSL action that you want to associate with this policy
(for example, Action-SSL-OWA). The ns_true general expression applies the policy to all success-
ful SSL handshake traffic. However, to filter specific responses, you can create policies with a
higher level of detail. For more information about configuring granular policy expressions, see
SSL actions and policies.

5. In Named Expressions, choose the built-in general expression ns_true and click Add Expres-
sion. The expression ns_true now appears in the Expression text box.

6. Click Create, and then click Close.

7. Verify that the policy is correctly configured by selecting the policy and viewing the Details sec-
tion at the bottom of the pane.

Bind the SSL policy to the SSL virtual server

After you configure an SSL policy for Outlook Web Access, bind the policy to a virtual server that will
intercept incoming Outlook traffic. If the incoming data matches any of the rules configured in the
SSL policy, the policy is triggered and the action associated with it is carried out.

Bind an SSL policy to an SSL virtual server by using the CLI

At the command prompt, type the following commands to bind an SSL policy to an SSL virtual server
and verify the configuration:
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- bind ssl vserver <vServerName> -policyName <string>
- show ssl vserver <name>
<!--NeedCopy-->

Example:
> bind ssl vserver Vserver-SSL-1 -policyName Policy-SSL-1
Done
> show ssl vserver Vserver-SSL-1
Advanced SSL configuration for VServer Vserver-SSL-1:
DH: DISABLED
Ephemeral RSA: ENABLED
Refresh Count: ©
Session Reuse: ENABLED
Timeout: 120 seconds
Cipher Redirect: ENABLED
SSLv2 Redirect: ENABLED
ClearText Port: 0
Client Auth: DISABLED
SSL Redirect: DISABLED
Non FIPS Ciphers: DISABLED
SSLv2: DISABLED SSLv3: ENABLED TLSv1: ENABLED
1) CertKey Name: CertKey-SSL-1 Server Certificate
1) Policy Name: Policy-SSL-1 Priority: ©

1) Cipher Name: DEFAULT Description: Predefined Cipher Alias
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Done
<!--NeedCopy-->

Bind an SSL policy to an SSL virtual server by using the GUI

Follow these steps:

1. Navigate to Traffic Management > SSL Offload > Virtual Servers.

2. Inthe details pane, select the virtual server (for example, Vserver-SSL-1), and then click Open.

3. In the Configure Virtual Server (SSL Offload) dialog box, click Insert Policy, and then select
the policy that you want to bind to the SSL virtual server. Optionally, you can double-click the
Priority field and type a new priority level.

4. Click OK.

Features at a glance

May 2, 2023

NetScaler features can be configured independently or in combinations to address specific needs.
Although some features fit more than one category, the numerous NetScaler features can generally
be categorized as application switching and traffic management features, application acceleration
features, and application security and firewall features, and an application visibility feature.

To understand the order in which the features perform their processing, see Processing Order of Fea-
tures section.

Application switching and traffic management features

May 2, 2023

Below are the application switching and traffic management features.

SSL Offloading

Transparently offloads SSL encryption and decryption from web servers, freeing server resources to
service content requests. SSL places a heavy burden on an application’s performance and can render
many optimization measures ineffective. SSL offload and acceleration allow all the benefits of Citrix
Request Switching technology to be applied to SSL traffic, ensuring secure delivery of web applica-
tions without degrading end-user performance.
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For more information, see SSL offload and acceleration.

Access Control Lists

Compares incoming packets to Access Control Lists (ACLs). If a packet matches an ACL rule, the action
specified in the rule is applied to the packet. Otherwise, the default action (ALLOW) is applied and
the packet is processed normally. For the appliance to compare incoming packets to the ACLs, you
have to apply the ACLs. All ACLs are enabled by default, but you have to apply them in order for the
NetScaler appliance to compare incoming packets against them. If an ACL is not required to be a part
of the lookup table, but still needs to be retained in the configuration, it should be disabled before the
ACLs are applied. An ADC appliance does not compare incoming packets to disabled ACLs.

For more information, see Access Control List.

Load Balancing

Load balancing decisions are based on a variety of algorithms, including round robin, least connec-
tions, weighted least bandwidth, weighted least packets, minimum response time, and hashing based
on URL, domain source IP, or destination IP. Both the TCP and UDP protocols are supported, so the
NetScaler appliance can load balance all traffic that uses those protocols as the underlying carrier (for
example, HTTP, HTTPS, UDP, DNS, NNTP, and general firewall traffic). In addition, the ADC appliance
can maintain session persistence based on source IP, cookie, server, group, or SSL session. It allows
users to apply custom Extended Content Verification (ECV) to servers, caches, firewalls and other in-
frastructure devices to ensure that these systems are functioning properly and are providing the right
content to users. It can also perform health checks using ping, TCP, or HTTP URL, and the user can
create monitors based on Perl scripts.

To provide high-scale WAN optimization, the CloudBridge appliances deployed at data centers can be
load balanced through NetScaler appliances. The bandwidth and number of concurrent sessions can
be improved significantly.

For more information, see Load Balancing.

Traffic Domains

Traffic domains provide a way to create logical ADC partitions within a single NetScaler appliance.
They enable you to segment network traffic for different applications. You can use traffic domains
to create multiple isolated environments whose resources do not interact with each other. An appli-
cation belonging to a specific traffic domain communicates only with entities, and processes traffic,
within that domain. Traffic belonging to one traffic domain cannot cross the boundary of another traf-
fic domain. Therefore, you can use duplicate IP addresses on the appliance as long as an addresses is
not duplicated within the same domain.
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For more information, see Traffic Domains.

Network Address Translation

Network address translation (NAT) involves modification of the source and/or destination IP ad-
dresses, and/or the TCP/UDP port numbers, of IP packets that pass through the NetScaler appliance.
Enabling NAT on the appliance enhances the security of your private network, and protects it from
a public network such as the Internet, by modifying your network’s source IP addresses when data
passes through the NetScaler appliance.

The NetScaler appliance supports the following types of network address translation:

INAT: In Inbound NAT (INAT), an IP address (usually public) configured on the NetScaler appliance
listens to connection requests on behalf of a server. For a request packet received by the appliance
on a public IP address, the ADC replaces the destination IP address with the private IP address of the
server. In other words, the appliance acts as a proxy between clients and the server. INAT configu-
ration involves INAT rules, which define a 1:1 relationship between the IP address on the NetScaler
appliance and the IP address of the server.

RNAT: In Reverse Network Address Translation (RNAT), for a session initiated by a server, the NetScaler
appliance replaces the source IP address in the packets generated by the server with an IP address
(type SNIP) configured on the appliance. The appliance thereby prevents exposure of the server’s IP
address in any of the packets generated by the server. An RNAT configuration involves an RNAT rule,
which specifies a condition. The appliance performs RNAT processing on those packets that match
the condition.

Stateless NAT46 Translation: Stateless NAT46 enables communication between IPv4 and IPv6 net-
works, by way of IPv4 to IPv6 packet translation and vice versa, without maintaining any session infor-
mation on the NetScaler appliance. A stateless NAT46 configuration involves an IPv4-IPv6 INAT rule
and an NAT46 IPv6 prefix.

Stateful NAT64 Translation: The stateful NAT64 feature enables communication between IPv4 clients
and IPv6 servers through IPv6 to IPv4 packet translation, and vice versa, while maintaining session
information on the NetScaler appliance. A stateful NAT64 configuration involves an NAT64 rule and
an NAT64 IPv6 prefix.

For more information, see Configuring Network Address Translation.

Multipath TCP Support

NetScaler appliances support Multipath TCP (MPTCP). MPTCP is a TCP/IP protocol extension that iden-
tifies and uses multiple paths available between hosts to maintain the TCP session. You must enable
MPTCP on a TCP profile and bind it to a virtual server. When MPTCP is enabled, the virtual server func-
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tions as an MPTCP gateway and converts MPTCP connections with the clients to TCP connections that
it maintains with the servers.

For more information, see MPTCP (Multi-Path TCP).

Content Switching

Determines the server to which to send the request on the basis of configured content switching poli-
cies. Policy rules can be based on the IP address, URL, and HTTP headers. This allows switching
decisions to be based on user and device characteristics such as who the user is, what type of agent
is being used, and what content the user requested.

For more information, see Content Switching.

Global Server Load Balancing (GSLB)

Extends the traffic management capabilities of a NetScaler to include distributed Internet sites and
global enterprises. Whether installations are spread across multiple network locations or multiple
clustersin asingle location, the NetScaler maintains availability and distributes traffic across them. It
makes intelligent DNS decisions to prevent users from being sent to a site that is down or overloaded.
When the proximity-based GSLB method is enabled, the NetScaler can make load balancing decisions
based on the proximity of the client’s local DNS server (LDNS) in relation to different sites. The main
benefit of the proximity-based GSLB method is faster response time resulting from the selection of
the closest available site.

For more information, see Global Server Load Balancing.

Dynamic Routing

Enables routers to obtain topology information, routes, and IP addresses from neighboring routers
automatically. When dynamic routing is enabled, the corresponding routing process listens to route
updates and advertises routes. The routing processes can also be placed in passive mode. Routing
protocols enable an upstream router to load balance traffic to identical virtual servers hosted on two
standalone NetScaler units using the Equal Cost Multipath technique.

For more information, see Configuring Dynamic Routes.

Link Load Balancing

Load balances multiple WAN links and provides link failover, further optimizing network performance
and ensuring business continuity. Ensures that network connections remain highly available, by
applying intelligent traffic control and health checks to distribute traffic efficiently across upstream
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routers. Identifies the best WAN link to route both incoming and outbound traffic based on policies
and network conditions, and protects applications against WAN or Internet link failure by providing
rapid fault detection and failover.

For more information, see Link Load Balancing.

TCP Optimization

You can use TCP profiles to optimize TCP traffic. TCP profiles define the way that NetScaler virtual
servers process TCP traffic. Administrators can use the built-in TCP profiles or configure custom pro-
files. After defining a TCP profile, you can bind it to a single virtual server or to multiple virtual servers.

Some of the key optimization features that can be enabled by TCP profiles are:

« TCP keep-alive—Checks the operational status of the peers at specified time intervals to prevent
the link from being broken.

+ Selective Acknowledgment (SACK)— Improves the performance of data transmission, espe-
cially in long fat networks (LFNs).

« TCP window scaling— Allows efficient transfer of data over long fat networks (LFNs).

For more information on TCP Profiles, see Configuring TCP Profiles.

CloudBridge Connector

The NetScaler CloudBridge Connector feature, a fundamental part of the Citrix OpenCloud frame-
work, is a tool used to build a cloud-extended data center. The OpenCloud Bridge enables you to con-
nect one or more NetScaler appliances or NetScaler virtual appliances on the cloud-to your network
without reconfiguring your network. Cloud hosted applications appear as though they are running on
one contiguous enterprise network. The primary purpose of the OpenCloud Bridge is to enable com-
panies to move their applications to the cloud while reducing costs and the risk of application failure.
In addition, the OpenCloud Bridge increases network security in cloud environments. An OpenCloud
Bridge is a Layer-2 network bridge that connects a NetScaler appliance or NetScaler virtual appliance
on a cloud instance to a NetScaler appliance or NetScaler virtual appliance on your LAN. The connec-
tion is made through a tunnel that uses the Generic Routing Encapsulation (GRE) protocol. The GRE
protocol provides a mechanism for encapsulating packets from a wide variety of network protocols
to be forwarded over another protocol. Then Internet Protocol security (IPsec) protocol suite is used
to secure the communication between the peers in the OpenCloud Bridge.

For more information, see CloudBridge.

© 1999-2023 Cloud Software Group, Inc. All rights reserved. 205


https://docs.netscaler.com/en-us/citrix-adc/current-release/link-load-balancing.html
https://docs.netscaler.com/en-us/citrix-adc/current-release/system/tcp-configurations.html
https://docs.netscaler.com/en-us/citrix-adc/current-release/system/cloudbridge-connector-introduction.html

NetScaler 14.1

DataStream

The NetScaler DataStream feature provides an intelligent mechanism for request switching at the
database layer by distributing requests on the basis of the SQL query being sent.

When deployed in front of database servers, a NetScaler ensures optimal distribution of traffic from
the application servers and Web servers. Administrators can segment traffic according to information
in the SQL query and on the basis of database names, user names, character sets, and packet size.

You can configure load balancing to switch requests according to load balancing algorithms, or you
can elaborate the switching criteria by configuring content switching to make a decision based on SQL
query parameters, such as user name, database names, and command parameters. You can further
configure monitors to track the states of database servers.

The advanced policy infrastructure on the NetScaler appliance includes expressions that you can
use to evaluate and process the requests. The advanced expressions evaluate traffic associated
with MySQL database servers. You can use request-based expressions (expressions that begin with
MYSQL.CLIENT and MYSQL.REQ) in advanced policies to make request switching decisions at the
content switching virtual server bind point and response-based expressions (expressions that begin
with MYSQL.RES) to evaluate server responses to user-configured health monitors.

Note: DataStream is supported for MySQL and MS SQL databases.

For more information, see DataStream.

Application acceleration features

May 2, 2023
» AppCompress

Uses the gzip compression protocol to provide transparent compression for HTML and text files.
The typical 4:1 compression ratio yields up to 50% reduction in bandwidth requirements out
of the data center. It also results in significantly improved end-user response time, because it
reduces the amount of data that must be delivered to the user’s browser.

« Cache Redirection

Manages the flow of traffic to a reverse proxy, transparent proxy, or forward proxy cache farm. In-
spects all requests, and identifies non-cacheable requests and sends them directly to the origin
servers over persistent connections. By intelligently redirecting non-cacheable requests back
to the origin web servers, the NetScaler appliance frees cache resources and increases cache hit
rates while reducing overall bandwidth consumption and response delays for these requests.

For more information, see Cache Redirection.
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» AppCache

Helps optimize web content and application data delivery by providing a fast in-memory
HTTP/1.1 and HTTP/1.0 compliant web caching for both static and dynamic content. This
on-board cache stores the results of incoming application requests even when an incoming
request is secured or the data compressed, and then reuses the data to fulfill subsequent
requests for the same information. By serving data directly from the on-board cache, the
appliance can reduce page regeneration times by eliminating the need to funnel static and
dynamic content requests to the server.

For more information, see Integrated Caching.
+ TCP Buffering

Buffers the server’s response and delivers it to the client at the client’s speed, thus offloading
the server faster and thereby improving the performance of web sites.

Application security and firewall features

May 2,2023

Below are the security and firewall features.

Denial of service (DoS) attack defense

Detects and stops malicious distributed denial-of-service (DDoS) attacks and other types of malicious
attacks before they reach your servers, preventing them from affecting network and application per-
formance. The NetScaler appliance identifies legitimate clients and elevates their priority, leaving
suspect clients unable to consume a disproportionate percentage of resources and cripple your site.
The appliance provides application-level protection from the following types of malicious attacks:

« SYN flood attacks

« Pipeline attacks

« Teardrop attacks

«+ Land attacks

+ Fraggle attacks

« Zombie connection attacks

The appliance aggressively defends against these types of attacks by preventing the allocation of
server resources for these connections. This insulates servers from the overwhelming flood of packets
associated with these events.
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The appliance also protects network resources from ICMP based attacks by using ICMP rate limiting
and aggressive ICMP packetinspection. It performs strong IP reassembly, drops a variety of suspicious
and malformed packets, and applies Access Control Lists (ACLs) to site traffic for further protection.

For more information, see AppQoE.

Content Filtering

Provides protection from malicious attacks for web sites at the Layer 7 level. The appliance inspects
each incoming request according to user-configured rules based on HTTP headers, and performs the
action the user configured. Actions can include resetting the connection, dropping the request, or
sending an error message to the user’s browser. This allows the appliance to screen unwanted re-
quests and reduces your servers’ exposure to attacks.

This feature can also analyze HTTP GET and POST requests and filter out known bad signatures, al-
lowing it to defend your servers against HTTP-based attacks.

For more information, see Content Filtering.

Responder

Functions like an advanced filter and can be used to generate responses from the appliance to
the client. Some common uses of this feature are generation of redirect responses, user defined
responses, and resets.

For more information, see Responder.

Rewrite

Modifies HTTP headers and body text. You can use the rewrite featuretoadd HTTP headerstoan HTTP
request or response, make modifications to individual HTTP headers, or delete HTTP headers. It also
enables you to modify the HTTP body in requests and responses.

When the appliance receives a request or sends aresponse, it checks for rewrite rules, and ifapplicable
rules exist, it applies them to the request or response before passing it on to the web server or client
computer.

For more information, see Rewrite.

Surge Protection

Regulates the flow of user requests to servers and controls the number of users that can simultane-
ously access the resources on the servers, queuing any additional requests once your servers have
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reached their capacity. By controlling the rate at which connections can be established, the appliance
blocks surges in requests from being passed on to your servers, thus preventing site overload.

For more information, see Surge Protection.

NetScaler Gateway

NetScaler Gateway is a secure application access solution that provides administrators granular
application-level policy and action controls to secure access to applications and data while allowing
users to work from anywhere. It gives IT administrators a single point of control and tools to help
ensure compliance with regulations and the highest levels of information security across and outside
the enterprise. At the same time, it empowers users with a single point of access—optimized for roles,
devices, and networks—to the enterprise applications and data they need. This unique combination
of capabilities helps maximize the productivity of today’s mobile workforce.

For more information, see NetScaler Gateway.

Application Firewall

Protects applications from misuse by hackers and malware, such as cross site scripting attacks, buffer
overflow attacks, SQL injection attacks, and forceful browsing, by filtering traffic between each pro-
tected web server and users that connect to any web site on that web server. The application firewall
examines all traffic for evidence of attacks on web server security or misuse of web server resources,
and takes the appropriate action to prevent these attacks from succeeding.

For more information, see Application Firewall.

Application visibility feature

May 2, 2023
+ NetScaler Application Delivery Management

NetScaler Application Delivery Management (ADM) is a high performance collector that provides
end-to-end user experience visibility across Web and HDX (ICA) traffic. It collects HTTP and ICA
AppFlow records generated by NetScaler appliances and populates analytical reports covering
Layer 3 to Layer 7 statistics. NetScaler ADM provides in-depth analysis for the last five minutes
of real-time data, and for historical data collected for the last one hour, one day, one week, and
one month.

HDX (ICA) analytic dashboard enables you to drill down from HDX Users, Applications, Desktops,
and even from gateway-level information. Similarly, HTTP analytics provide a bird’s eye view
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of Web Applications, URLs Accessed, Client IP Addresses and Server IP Addresses, and other
dashboards. The administrator can drill down and identify the pain points from any of these
dashboards, as appropriate for the use case.

+ Enhanced Application Visibility Using AppFlow

The NetScaler appliance is a central point of control for all application traffic in the data center.
It collects flow and user-session level information valuable for application performance mon-
itoring, analytics, and business intelligence applications. AppFlow transmits this information
by using the Internet Protocol Flow Information eXport (IPFIX) format, which is an open Inter-
net Engineering Task Force (IETF) standard defined in RFC 5101. IPFIX (the standardized version
of Cisco’s NetFlow) is widely used to monitor network flow information. AppFlow defines new
Information Elements to represent application-level information.

Using UDP as the transport protocol, AppFlow transmits the collected data, called flow records,
to one or more IPv4 collectors. The collectors aggregate the flow records and generate real-time
or historical reports.

AppFlow provides visibility at the transaction level for HTTP, SSL, TCP, and SSL_TCP flows. You
can sample and filter the flow types that you want to monitor.

To limit the types of flows to monitor, by sampling and filtering the application traffic, you can
enable AppFlow for a virtual server. AppFlow can also provide statistics for the virtual server.

You can also enable AppFlow for a specific service, representing an application server, and mon-
itor the traffic to that application server.

For more information, see AppFlow.
+ Stream Analytics

The performance of your website or application depends on how well you optimize the delivery
of the most frequently requested content. Techniques such as caching and compression help
accelerate the delivery of services to clients, but you must be able to identify the resources that
are requested most frequently, and then cache or compress those resources. You can identify
the most frequently used resources by aggregating real-time statistics about website or applica-
tion traffic. Statistics such as how frequently a resource is accessed relative to other resources
and how much bandwidth is consumed by those resources help you determine whether those
resources must be cached or compressed to improve server performance and network utiliza-
tion. Statistics such as response times and the number of concurrent connections to the appli-
cation help you determine whether you must enhance server-side resources.

If the website or application does not change frequently, you can use products that collect sta-
tistical data, and then manually analyze the statistics and optimize the delivery of content. How-
ever, if you do not want to perform manual optimizations, or if your website or application is
dynamic in nature, you need infrastructure that can not only collect statistical data but can also
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automatically optimize the delivery of resources based on the statistics. On the NetScaler appli-
ance, this functionality is provided by the Stream Analytics feature. The feature operates on a
single NetScaler appliance and collects run-time statistics based on the criteria that you define.
When used with NetScaler policies, the feature also provides you with the infrastructure that
you need for automatic, real-time traffic optimization.

For more information, see Action Analytics.

NetScaler Solutions

May 2,2023

NetScaler solutions simplify the task of setting up frequently deployed configurations. Check this
space from time to time for additional solutions.

This section includes the following solutions.

+ Setting up NetScaler for Citrix Virtual Apps and Desktops

« Global Server Load Balancing (GSLB) Powered Zone Preference

+ Anycast supportin NetScaler

+ Deploy digital advertising platform on AWS with NetScaler

+ Enhancing Clickstream analytics in AWS using NetScaler

» NetScalerin a Private Cloud Managed by Microsoft Windows Azure Pack and Cisco ACI

Setting up NetScaler for Citrix Virtual Apps and Desktops

May 2, 2023

A NetScaler appliance can provide load balanced, secure remote access to your Citrix Virtual Apps and
Desktops applications. You can use the NetScaler load balancing feature to distribute traffic across the
Citrix Virtual Apps and Desktops server. You can use the NetScaler Gateway feature to provide secure
remote access to the servers.

NetScaler can also accelerate and optimize the traffic flow and offer visibility features that are useful
for Citrix Virtual Apps and Desktops deployments.

Figure 1. NetScaler appliance in Citrix Virtual Apps and Desktops setup
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Citrix Virtual Apps

NetScaler NetScaler and Desktops
load load server farm
NetScaler balancing StoreFront balancing
Gateway feature server farm feature
feature optional) (optional)
SF 1
VPN virtual Virtual Virtual
server server server
SF 2

>
>

NetScaler

The preceding figure shows the components involved in this deployment:

+ NetScaler Gateway. Provides the URL for user access, and provides security by authenticating
the users.
» NetScaler load balancing virtual server. Load balances the traffic for the StoreFront servers.

You can also deploy a load balancing virtual server in front of the Citrix Virtual Apps and Desktop
servers to load balance key components such as XML Broker and Desktop Delivery Controller

(DDC) server.

« Citrix Virtual Apps and Desktops. Provides the applications that your users want to access.

To set up the NetScaler for Citrix Virtual Apps and Desktops by using the NetScaler GUI

Prerequisites

« Citrix Virtual Apps and Desktop servers are configured and available.
+ You have a working knowledge of NetScaler Gateway, NetScaler, Citrix Virtual Apps and Desk-

tops, and StoreFront
+ Make sure that you have configured a virtual server and a service and bound the service to the

virtual server. For more information, see:
- Load balance Citrix Virtial Apps and Desktops
- Load balance Citrix Virtial Apps and Desktops

Procedure:

1. Logontothe NetScalerappliance and on the Configuration tab click XenApp and XenDesktop.
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2. On the Details pane, click Get Started. If the setup exists on the NetScaler, click the Edit link
corresponding to each of the section that you want to modify.

3. Select the product (StoreFront) that in your deployment provides the interface for access to the
Citrix Virtual Apps and Desktops applications.

4. Set up secure remote access.

a) Inthe NetScaler Gateway Settings section, specify the details for the VPN virtual server
and click Continue.

b) Inthe Server Certificate section, choose an existing certificate or install a new certificate
and click Continue.

c) In the Authentication section, configure the primary authentication mechanism to be
used and specify the server details or use an existing server and click Continue.

d) In the StoreFront section, specify the details of the server that provides the interface for
accessing the applications and click Continue.

e) You can use LB virtual server pointing to multiple SF servers as your StoreFront server.

5. Click Done to complete the configuration.

Global Server Load Balancing (GSLB) Powered Zone Preference

May 2, 2023

GSLB powered zone preference is a feature that integrates Citrix Virtual Apps and Desktops, Store-
Front, and NetScaler to provide clients access to the most optimized data center based on the client
location.

In a distributed Citrix Virtual Apps and Desktops deployment, StoreFront might not select an opti-
mal data center when multiple equivalent resources are available from multiple data centers. In such
cases, StoreFront randomly selects a data center. It can send the request to any of the Citrix Virtual
Apps and Desktops servers in any data center, regardless of proximity to the client making the request.

The client IP address is examined when an HTTP request arrives at the NetScaler Gateway appliance.
The real client IP address is used to create the data center preference list that is forwarded to Store-
Front. If the NetScaler appliance is configured to insert the zone preference header, StoreFront 3.5
or later can use the information provided by the appliance to reorder the list of delivery controllers
and connect to an optimal delivery controller in the same zone as the client. StoreFront selects the
optimal gateway VPN virtual server for the selected data center zone, adds this information to the ICA
file with appropriate IP addresses, and sends it to the client. StoreFront then tries to launch appli-
cations hosted on the preferred data center’s delivery controllers before trying to contact equivalent
controllers in other data centers.

For more information about configuring this solution, click here.
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Anycast support in NetScaler

May 2, 2023

Anycast is a type of network where a set of servers shares an IP address. The client request is directed
to the topographically closest server based on their routing tables. This routing reduces latency is-
sues, ensures high availability, and minimizes downtime.

NetScaler supports anycast network with Global Server Load Balancing (GSLB) and DNS features.

The following diagram illustrates a topology diagram of Anycast in NetScaler.

-
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Anycast GSLB

The NetScaler GSLB feature provides load balancing across globally distributed sites along with dis-
aster recovery and ensures continuous availability of applications.

During an outage, GSLB provides immediate disaster recovery by routing traffic to the closest or the
best performing data center. However, GSLB cannot control the following:

« How the DNS traffic is routed to GSLB nodes in different geographical locations.
« How much latency is getting added while DNS queries get routed to GSLB nodes.

In a typical GSLB setup, each data center has a GSLB node configured with the site-specific Author-
itative Domain Name Server (ADNS) to receive DNS queries. Each site’s ADNS is configured as the
nameserver in the DNS resolver. As the number of GSLB nodes increases, the number of nameserver
records also increase. In such cases, if there is a failure of a data center, LDNS has to retry resolution

© 1999-2023 Cloud Software Group, Inc. All rights reserved. 214



NetScaler 14.1

with a different nameserver. This retry adds to the latency in DNS resolution.
Also, every time a GSLB node is added, the nameserver records must be updated.

To overcome these drawbacks, you can use Anycast ADNS. In Anycast ADNS, a single ADNS IP address
is used for all GSLB nodes and the DNS traffic is routed to GSLB nodes using dynamic routing.

For example, if a GSLB site is DOWN, the routing table is updated and route to this site is removed. As
a result, The DNS queries are not sent to the sites that are DOWN. As a result, there are no retries.

If anew GSLB node is added, the new node is assigned the same ADNS IP address. The dynamic rout-
ing automatically updates the routing tables with routes to new sites based on the routing algorithms.
Hence, you do not have to update the DNS name server records. The rollout of new GSLB sites is made
simpler and faster with Anycast.

How to configure an ADNS IP address in an anycast mode

Enable host routing on the ADNS IP in a NetScaler appliance, and set the appropriate Route Health
Injection (RHI) level. Mostly, there would not be any virtual servers on the ADNS IP and therefore RHI
level must be selected as NONE. Enabling host route on the ADNS IP makes it a kernel route. You
can then enable the dynamic routing of choice and configure the routing protocol to redistribute the
kernel routes.

ADNS IP configuration - Example
At the command prompt, type;

add service adns_public 5.5.5.5 ADNS 53

set ip 5.5.5.5 -hostRoute ENABLED -vserverRHILevel ALL_VSERVERS
<!--NeedCopy-->

BGP configuration in GSLB site - Example

Sitel#sh run

!

hostname Sitel

!

log syslog

log record-priority
|

ns route-install bgp
|

interface 100
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ip address 127.0.0.1/8

ipv6 address fe80::1/64

ipv6 address ::1/128

|
interface vlan®

ip address 10.102.148.94/25

ipv6 address fe80::e84c:f4ff:fe74:4588/64

|
interface vlan2

ip address 172.18.30.15/24

|

router bgp 5

redistribute kernel —----—- > redistributing the kernel routes
neighbor 172.18.30.30 remote-as 4

neighbor 172.18.30.30 advertisement-interval 1
neighbor 172.18.30.30 timers 4 16

|

End

Sitel#
<!--NeedCopy-->

GSLB site routing table - Example

Sitel#sh 1ip route
Codes: K - kernel, C - connected, S - static, R - RIP, B - BGP
O - OSPF, IA - OSPF 1inter area
N1 - OSPF NSSA external type 1, N2 - OSPF NSSA external type 2
E1l - OSPF external type 1, E2 - OSPF external type 2
i - IS-IS, L1 - IS-IS level-1, L2 - IS-IS level-2
ija - IS-IS -inter area, I - Intranet
* - candidate default

K 5.5.5.5/32 via 0.0.0.0 ———————————-—————m—— >
Kernel Route for ADNS

C 10.102.148.0/25 1is directly connected, vlan®

C 127.0.0.0/8 is directly connected, 100

B 172.18.10.0/24 [20/0] via 172.18.30.30, vlan2, 0lw5d22h

B 172.18.20.0/24 [20/0] via 172.18.30.30, vlan2, 01lw5d22h

C 172.18.30.0/24 is directly connected, vlan2

B 192.168.3.0/24 [20/0] via 172.18.30.30, vlan2, 01lw5d22h

B 192.168.5.0/24 [20/0] via 172.18.30.30, vlan2, 0lw5d22h

B 192.168.10.0/24 [20/0] via 172.18.30.30, vlan2, 0lw5d22h
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Gateway of last resort 1is not set
Sitel#
<!--NeedCopy-->

Anycast DNS

You can use Anycast DNS for DNS proxy virtual servers on NetScaler. When there are multiple DNS
name servers configured, the DNS resolver responds based on round robin method. For example, if
the resolver does not receive any response from the first server, it switches to the second server after
the configured timeout value expires. The switching from first server to second server adds to the
latency in DNS resolution. If the DNS resolvers are configured with Anycast, then this latency can be
eliminated.

DNS configuration - Example
At the command prompt, type;

add 1lb vserver dns DNS 5.5.5.50 53

set ip 5.5.5.50 -hostRoute ENABLED -vserverRHILevel ALL_VSERVERS
<!--NeedCopy-->

Deploy digital advertising platform on AWS with NetScaler

May 2, 2023

With the evolving nature of digital platforms, a wide range of advertising applications are available.
For example, social media, direct mail, videos, banners, pops, interstitials, rich media and so on. Ad-
vertisers are embracing video advertising networks at a fast pace, constituting nearly 40% of the ad-
vertisement traffic. But with more usage of mobiles by the modern users, running video ads on the
mobile platform has seen considerable surge.

The digital advertising platforms face several challenges. Some of the challenges are:

« Security threats
+ High operational costs
+ Wide range of devices are available to send traffic over the internet. The different protocols for
real-time communication pose the following challenges:
- webRTC
- Adaptive streaming
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- UDP for video, where WebRTC uses UDP over HTTP

To deal with the complex behavior of advertising platforms, NetScaler solution with its whole suite of
capabilities and features well integrated with AWS, provides an instant, secure, and reliable access to
digital advertisement inventory, anywhere and anytime. NetScaler plays a critical role in delivering
the SaaS and web apps for digital platforms.

Digital advertising platform integration with NetScaler
Digital advertising platform overview

The digital advertising platform consists of the following key components:

+ Ad exchange

« Ad network

« Demand side platform (DSP)

+ Supply side platform (SSP)

+ Real time bidding (RTB) systems

An overview of the process followed in an advertising system is as follows.

+ The first transaction happens when the user visits the website.

« This triggers a bid/advertisement request (including user’s demographic information) that is
sent to the ad server or publisher contacting an ad exchange.

» The Ad publishers send the advertisement request to an Ad exchange through SSPs.

+ The Ad exchange submits this request and the accompanying data to DSP telling there is an im-
pression or advertisement request available. Therefore, multiple advertisers can automatically
submit bids in real time to place their advertisements.

« Meanwhile, the advertisers must set up their campaigns in DSP. Use the information about the
user from Data Management Platform (DMP) to assess the amount they are willing to pay for
delivering an advertisement to the user.

« DSPs submit these real-time bids on each advertisement impression because it is served to the
advertisement exchange.

« Whichever bidder bids the most within a time period set by the Ad exchange or SSPs, gets an
advertisement slot by the publishers to serve their advertisements. Otherwise, they lose the
opportunity to get the right advertisement for their key demographic.

How digital advertising platform is integrated with NetScaler

The following diagram illustrates how the different components of advertising platform communi-
cate with NetScaler and NetScaler Application Delivery Management (ADM) to serve online advertise-
ments.
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How NetScaler contributes

In the advertisement publishing process, NetScaler solution helps in handling and processing the in-
consistentinflux of bid traffic. It acts asan entry point for all traffic to ensure scalability and availability
across the availability zones. To cater to the elastic nature of advertising traffic, it is deployed in an
autoscaling group in front of web applications and database servers.

The advertising platform on AWS with NetScaler solution allows you to get the real-time performance,
high scalability, and high availability across the globe. You can buy and sell rich media, video, mobile,
and native advertisements in real time. It reduces the overall operational cost and latency involved in
running an Advertising platform. It is the best performing proxy with the rich capabilities of gracefully
removing the back-end servers during Autoscale, connection multiplexing, and ensuring that the end-
user traffic never getsimpacted. NetScaler supports load balancingthe HTTP, UDP, WebRTC, and RTSP
protocols that are used in the advertising platforms.

NetScaler fits coherently into the AWS environment with the following key attributes:

+ Content switching - Switch to the right platform based on host name.
+ Security protection - Use web application firewall (WAF) functionality, rate limiting (through
Client IP), and protection against DDoS attacks.

Autoscaling of both front-end and back-end traffic.
End-to-end visibility, and anomaly detection across ADC appliances by utilizing ADM.

.

Low latency.
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How NetScaler ADM contributes

NetScaler utilizes NetScaler ADM to overcome the following challenges faced by the digital advertising
platforms:

« Identify the trend deviations from expected performance
+ Real-time application performance analysis
« Capacity monitoring

Advantages of advertising platform integration with NetScaler and ADM

The NetScaler solution offers the following capabilities and benéefits to a digital advertising platform
vendor.

Low cost

+ Integrated with AWS Autoscaling service, the NetScaler VPX instance can scale up or down your
front-end and back-end resources automatically. This provides a zero-touch configuration
catering to the elasticity of advertising platforms.

« Consolidation of delivering all types of traffic from a single point.

For more information on AWS autoscaling, see Add back-end AWS Autoscaling service.

High availability

« If one Availability Zone becomes unavailable, NetScaler applies its fault tolerance ability to au-
todetect the servers in another availability zone, without any traffic interruption.
+ Also, It gracefully terminates servers avoiding the loss of client connections.

For more information, see How high availability on AWS works.

Application performance analytics
NetScaler ADM intelligent analytics and application performance analytics ensures to:

« Gain visibility into the issues (server response anomalies, 5XX errors, and so on) plaguing the
end user experience.
« Alert the administrator to take corrective actions immediately.

For more information, see Performance indicators for application analytics.

Rich firewall security
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Most common security vulnerabilities occur in web applications rather in networks. It is vital to pro-
tect your web applications from unauthorized access such as bots, data thefts, and application layer
attacks.

NetScaler provides comprehensive and integrated Layer 4 to Layer 7 security that includes:

+ Web App Firewall (WAF) to protect your web applications, identify, and mitigate malicious bots
with regularly updated bot signatures and behaviour-based detection.
+ Rate limiting to prevent an advertising platform from being overwhelmed.

For more information, see NetScaler Web App Firewall.

Select the right AWS instance type for advertising platform

Choose the right AWS instance type for ADC depending on the following two factors:

« Number of users simultaneously accessing the advertising platform.
+ Average number of users on the platform.

The NetScaler can be deployed in various EC2 instances, which include c5, c5n, m5, and so on. For
advertising platforms, use the following AWS instance types:

« c5orchnis appropriate for handling SSL heavy traffic.
+ c5.large can handle up to 1000 SSL TPS.

For more information, see VPX-AWS support matrix.

Enhancing Clickstream analytics in AWS using NetScaler

May 2, 2023

Customers are increasingly accessing the company products through various applications such as Mo-
bile apps, SaaS apps and so on. Therefore, applications can become a landmine of customer experi-
ence data. To track customer behavior online, customer-centric companies form data-driven profiles
for each of their customers using this customer behavior data.

A clickstream is a sequence or stream of events that represent user actions (clicks) on a website or
a mobile application. However, the scope of clickstream extends beyond clicks. It includes product
searches, impressions, purchases, and any such events that might be of relevance to the business.
Mere collecting and storing the customer experience data is not of much value. There is a need to
distribute the highly complex data seamlessly to the right vendors at the right time. Businesses can
derive value from the data and quickly take conscious decisions to improve upon their strategies.
Therefore companies increasingly use clickstream analytics to glean insights into the customer expe-
rience journey of the apps.
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This document provides you a good understanding on why Clickstream data is of utmost importance,
how it is collected, stored, distributed, and transformed into meaningful and actionable analytics.

NetScaler integrates with NetScaler ADM, and adds value to AWS services such as Amazon Kinesis
Data Firehose to equip businesses with the best-in-class analytics solution that revolves around user’s
Clickstreams.

This NetScaler solution helps you to solve complex business issues efficiently and with extreme sim-
plicity. NetScaler and AWS Kinesis help to capture the issues with the poorly designed workflow.
NetScaler ADM helps to capture web app and network performance related issues by applying rele-
vant filters. Conjunction of NetScaler with NetScaler ADM and AWS Kinesis helps you to manage and
analyze the huge influx of clickstream data in each phase. This solution is highly available, scalable,
robust, and ensures the delivery is continuous and secure. Thus, you can derive actionable insights.

Why businesses opt for Clickstream analytics?

Businesses opt for clickstream primarily to understand how users interact with the application, and to
getinsights onimproving the goals of the application. Clickstream Analyticsis an information retrieval
use case that tracks your user’s behavior, navigation habits, and so on. Clickstream analytics gives you
information on:

« Which link your customers are clicking more often and at what point in time.
+ Where was the visitor before reaching my website?

« How much time did the visitor spend on each page?

« When and where did the visitor click the “back” button on the web browser?
« What items did the visitor add to (or remove from) their shopping cart?

« From which page did the visitor exit my website?

Analytics service to manage Clickstream data using Amazon Kinesis

You can use Amazon Kinesis to perform clickstream analytics. Amazon kinesis enables clickstream
analytics with the following services:

« Amazon Kinesis Data Firehose
« Amazon Kinesis Data Analytics
« Amazon Kinesis Data Streams

With Amazon Kinesis, you can collect and analyze your huge data sets at any scale. AWS Kinesis can
handle data from various sources, such as:

+ Mobile and web applications (for example, Gaming, ecommerce)
+ loT devices

« Social networking applications

« Financial trading services
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+ Geospatial services

How NetScaler enables Clickstream analytics

The NetScaler solution collates and delivers information securely on the activities of users, such as,
websites visited, the bandwidth spent, navigation flow. Companies analyze this high throughput and
continuous clickstream data to corroborate the effectiveness of the following:

« Site layout
+ Marketing campaigns
+ New application features
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With the NetScaler’s ability to provide a resilient network protection for enterprise environments, the
server cost is reduced manifolds by offloading computationally intensive tasks, and running sessions
onthis data. Thereby helping companies to identify events in real-time with high availability, security,
and low latency always.

For configuration information, see Configure the NetScaler solution for clickstream analytics.

How NetScaler and NetScaler ADM complement the AWS environment

The following diagram illustrates the end-to-end user workflow to perform Clickstream analytics in
AWS infrastructure. This diagram helps you understand the following processes:

« How user interacts with NetScaler
« How NetScaler captures user’s actions and generates clickstream data
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« How the clickstream data is delivered to AWS services (Amazon Kinesis)
« How Amazon Kinesis processes the data logs and stores them to produce meaningful click-
stream analytics
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The NetScaler seamlessly integrates into the AWS environment and NetScaler ADM that helps busi-
nesses to be compatible with variable volume and diverse nature of the clickstream data. It provides
services to load and analyze streaming knowledge with simplicity. You can also create custom stream-
ing knowledge applications for specialized desires.

Amazon Kinesis

The AWS environment has different services that perform analytics on the user events, logs, and met-
rics captured by NetScaler. The data can be website clickstreams, financial transactions, social media
feeds, IT logs, and location-tracking events.

« Amazon Kinesis Data Streams perform analytics in scenarios that involve scalable and durable
real-time data streaming that can continuously capture GB of data per second from several
sources.

« Amazon Kinesis Data Analytics can be used for scenarios with lower latency between the session
generation because it takes less time to aggregate various data sets.

« Amazon Kinesis Agent for Microsoft Windows collects, parses, filters, and streams input data to
Kinesis data streams.

+ Oncethedataisupinthecloud, youcanimplementthe exact data pipeline to get the results you
want. For example, you can use this information in Amazon Quick Sight, which is a visualization
tool that is used to build dashboards.
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The AWS Kinesis dashboard provides the following offerings:
» Showcases web apps Ul issues
+ Nearreal-time visualizations of web usage metrics such as events per hour, visitor count, and re-

ferrers.
« Session-wise analysis

NetScaler ADM Analytics

By utilizing NetScaler ADM with NetScaler, you can get a single-pane-of-glass view across all the busi-
ness environments. NetScaler captured logs are fed into NetScaler ADM, that treats your individual
applications as a single entity. You can gain valuable insights and effectively troubleshoot issues with

the following ADM capabilities:

+ Intelligent analytics

« Web transaction analytics

« Anomaly detection

+ Performance and network-related issues

The following ADM service dashboard helps you gain valuable insights to effectively troubleshoot the

issues.
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How NetScaler ADM correlates with Clickstream analytics

Clickstream analytics data can be correlated with ADM analytics to describe, predict, and improve
application’s performance.

For more information on NetScaler ADM, see NetScaler ADM

For example, an organization while analyzing their logs notice that most of the users are abandoning
their sites. But to find the root cause behind this user behavior, they need to find out which part of
their application is performing bad. With clickstream analytics data and ADM analytics, you can derive
the following insights to analyze the reason behind users abandoning a site:

+ Isthe user abandoning due to latency, 5xx errors?
+ Are there any SSL Handshake errors?

Is there some part of the application that has performance or network related issues?

Is there a 404 error, or the page loading time takes forever to respond, and so on.
+ Are customers facing server response anomalies?

NetScaler ADM service provides Web Insights that allow IT administrators to speed up solving issues
with the following features:

+ Provides integrated and real-time monitoring of all web applications that served by the
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NetScaler.
« Get a holistic view on the application performance w.r.t. time, latency, and the usual user’s
behavior through observability tools (such as global service graph).
+ Perform intelligent analytics to understand server response anomalies.
+ SSLinsights contribute towards resolving 5xx and 4xx errors.
« To maintain records of all web sessions that include:
- Detailed logs of every web transaction
- Search capability to find relevant logs
- Ability to isolate an ADC-to-end user vs. ADC-to-server problem

Types of data exported by ADC for Clickstream analytics

NetScaler captures the different sources that generate varied forms of data, which are as follows:
+ Web server logs

Web server logging feature sends logs of HTTP and HTTPS requests to a client system for stor-
age and retrieval. These logs contain huge amount of data, which is difficult to comprehend
and make sense out of it. Analytical tools help in understanding and bring value from it. For
configuration details, see the Web logging configuration section in this document.

+ Syslogs

The primary use of syslogs is for systems management. Proactive syslog monitoring pays off
because it significantly reduces downtime of servers and other devices in your infrastructure.
Syslog identifies critical network issues and reports them proactively.

+ Access logs

The access logs store information about events that occurred on your web server. For instance,
when someone visits your website, a log is recorded and stored to provide the web server ad-
ministrator with information such as the IP address of the visitor, what pages they were viewing,
status codes, browser used. To access logs might be overwhelming, if there is lack of appropri-
ate knowledge to understand them.

You can program your system to integrate with:

- NetScaler for seamless delivery
- Kinesis for actionable insights that is useful for businesses

+ Audit logs

The Audit Logging feature enables you to log the NetScaler states and status information col-
lected by various modules in the kernel and in the user-level daemons.

« Error logs
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The error logs file is an aid for administrators to provide more information regarding a specific
error that has occurred on the web server.

Configure the NetScaler solution for clickstream analytics

The Web server logging feature enables you to send logs of HTTP and HTTPS requests to a client sys-
tem for storage and retrieval.

To configure the NetScaler for web server logging you must:

« Enable web logging feature
+ Configure the size of the buffer to temporarily store the log entries because the Web log server
runs on the NetScaler.

To configure web server logging by using CLI:

1. Enable the web server logging feature.

enable ns feature WL
<!--NeedCopy—-->

2. [Optional] Modify/Configure the buffer size for storing the logged information.

set ns weblogparam -bufferSizeMB 60
<!--NeedCopy-->

3. Install the NetScaler web logging (NSWL) client. For more information, see Installing the
NetScaler web logging (NSWL) client

4. Installthe NSWL client on Windows by performing the following operations on the system where

you downloaded the package.

a) Extractand copy the nswl_win-<release number>-<build number >.zip file from the pack-
age to a Windows system on which you want to install the NSWL client.

b) On the Windows system, unzip the file in a directory (referred as < NSWL-HOME=>). Bin,
samples, and other directories are extracted.

c) Atthe command prompt, run the following command from the < NSWL-HOME >\bin direc-
tory:
nswl -install -f < path of the log.conf file >\log.conf
<!--NeedCopy-->

Note:

To uninstall the NSWL client, at the command prompt, run the following command from
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the < NSWL-HOME >\bin directory:

nswl -remove
<!--NeedCopy-->

5. After you install the NSWL client, configure the NSWL client using the NSWL executable. These
configurations are stored in the NSWL client configuration file (log.conf).

Run the following commands from the directory in which the NSWL executable is located:

\ns\bin
<!--NeedCopy—-->

6. Inthe NSWL client configuration file (log.conf), add the NetScaler IP address (NSIP) from which
the NSWL client collects logs by running the following in the client system command prompt:

nswl -addns -f < Path to the configuration(log.conf) file >\log.
conf
<!--NeedCopy-->

7. Input the NetScaler appliance’s NSIP (IP address), user name as nsroot and password as “the
instance id/your set password” so that:

« NSWL client connects to the ADC after you add the NetScaler IP address (NSIP) to the NSWL
configuration file

+ ADC buffers the HTTP and HTTPS request log entries before sending them to the client.

+ The client can filter the entries(by modifying log.conf file) before storing them.

Note

Change the default password for NetScaler and then proceed with the configuration. Type the

following command to change the password:

set system user nsroot -password <your password>
<!--NeedCopy-->

Configuring the Amazon Kinesis agent

Perform the following steps in the AWS web console to configure the Amazon Kinesis agent:

1. Create a configuration file (appsettings.json) and deploy it. Configuration files define sets of
sources, sinks, and pipes that connect sources to sinks, along with optional transformations.

The following example is a complete appsettings. json configuration file that configures Ki-
nesis Agent to stream Windows application log events to Kinesis Data Firehose.
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39

{
"Sources": [
{

"Id": "NSWLog",

"SourceType": "DirectorySource",

"Directory": "C:\\Users\\Administrator\\Downloads\\
nswl_win-13.0-52.24\\bin",

"FileNameFilter": "x.log"

"RecordParser": "TimeStamp",

"TimestampFormat": "yyyy-MM-dddd HH:mm:ss.ffff", //
Optional parameter required only by the timestamp
record parser

"TimeZoneKind": "UTC", //Local or UTC

"SkipLines": 0 //Skip a number of lines at the beginning
of each file

}
1,
"Sinks": [
{

"Id": "ApplicationLogKinesisFirehoseSink",

"SinkType": "KinesisFirehose",

"StreamName": "Delivery-ik-logs",

"AccessKey": "Your Access Key",

"SecretKey": "YourSecretKey",

"Region": "ap-south-1"

}
1,
"Pipes": [
{
"Id": "ApplicationLogSourceToApplicationLogKinesisFirehoseSink

"’

"SourceRef": "ApplicationLogSource",
"SinkRef": "ApplicationLogKinesisFirehoseSink"
}
1,

"Telemetrics":
{
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"off": "true"

}

<!--NeedCopy-->

2. Set up a Kinesis Agent on data sources to collect data and send it continuously to Amazon Ki-
nesis Firehose/Kinesis Data Analytics. For more information, see Getting Started with Amazon
Kinesis Agent for Microsoft Windows.

3. Create an end-to-end data delivery stream using Amazon Kinesis Firehose. The delivery stream
transmits your data from the agent to the destination. The destination includes Amazon Kine-
sis Analytics, Amazon Redshift, Amazon Elasticsearch service, and Amazon S3. For the Source,
choose Direct PUT or other sources to create a Kinesis Data Firehose delivery stream.

4. Process the incoming log data using SQL queries in Amazon Kinesis Analytics.
5. Load processed data from Kinesis Analytics to Amazon Elasticsearch Service to index the data.

6. Analyze and visualize the processed data using Visualization tools, such as Kibana and AWS
QuicklInsight Services.

References

+ View and Export syslog messages
« Citrix Networking for Hybrid Multi Cloud
« Writing to AWK Kinesis Data Streams using Kinesis Agent

NetScaler in a Private Cloud Managed by Microsoft Windows Azure Pack
and Cisco ACI

May 2, 2023

You can use a NetScaler appliance for load balancing in a private cloud that is managed through Mi-
crosoft Windows Azure Pack. The network for the private cloud is automated by using Cisco ACl and
NetScaler.

This solution involves many integration points, such as Windows Azure Pack (WAP) to Cisco APIC, Cisco
APIC to System Center Virtual Machine Manager (SCVYMM), and Cisco APIC to NetScaler. As a tenant in
the private cloud, you can enable NAT, provision network services, and add a load balancer.
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WAP supports tenant and administrator portals where an administrator can perform administrative
tasks such as ACl registration, VIP range, NetScaler device association with virtual machine cloud, ten-
ant user account creation. Tenants can log on to the WAP Tenant Portal and configure the network,
bridge domains, and Virtual Routing and Forwarding (VRFs), and make use of the NetScaler load bal-
ancing and RNAT features.

Important

+ In this solution, the NetScaler appliance provides only basic load balancing.

« Tenants can deploy multiple VIP addresses with different ports for the same network, but
must ensure that the IP and port combination is unique.

+ The NetScaler device package supports only single-context deployment. Each Tenant gets
a dedicated NetScaler instance.

« WAP supports NetScaler MPX appliances and NetScaler VPX virtual appliances, including
NetScaler VPX instances deployed on the NetScaler SDX platform.

The following illustration provides an overview of the solution:

-- Windows -- Windows
.- Azure Pack .- Azure Pack

Admin Portal Tenant Portal
ACI Extension

ACI| Extension

A 4

Service Management API

SCVMMl SCVMMl SCVMMl

Hyper-V Host Hyper-V Host Hyper-V Host

Device Package

NetScaler
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Prerequisites

Make sure that:

+ You have conceptual knowledge of Cisco ACl components and NetScalers.

- For more information about Cisco ACI and its components, see the product docu-
mentation at:  http://www.cisco.com/c/en/us/support/cloud-systems-management/
application-policy-infrastructure-controller-apic/tsd-products-support-series-home.
html.

- For more information about the NetScalers, see the NetScaler product documentation at
http://docs.citrix.com/.

+ All the required components of Cisco ACI, including Cisco APIC in the data center, are set up
and configured. For more information about Cisco ACI and its components, see the product
documentation at:  http://www.cisco.com/c/en/us/support/cloud-systems-management/
application-policy-infrastructure-controller-apic/tsd-products-support-series-home.html.

+ You know how to integrate Cisco ACIl with Microsoft Windows Azure Pack. See the product doc-
umentation at: http://www.cisco.com/c/en/us/td/docs/switches/datacenter/aci/apic/sw/2-x/
virtualization/b_ACI_Virtualization_Guide_2_2_1.html.

+ You have conceptual knowledge of Microsoft Windows Azure Pack. See the product documen-

tation at: https://www.microsoft.com/en-in/cloud-platform/windows-azure-pack.

« You have installed NetScaler software release 11.1 or later.

+ You configure NetScalers in Cisco ACl, so that they can be managed by using Cisco APIC.

« From Cisco APIC, make sure that:

Management connectivity of Cisco APIC to NetScaler is established.

You upload the NetScaler device package version 11.1-52.3 and register the NetScaler de-
vice in Cisco ACI by using Cisco APIC.

You configure the NetScaler appliance in Cisco APIC’s common tenant and make sure that
there are no faults in Cisco APIC.

You have configured all the APIC specific configurations such as, VLAN pool, L30utServicesDom,
L3ExtOUt, resource pool. For more information, see Cisco documentation.

Creating a NetScaler Load Balancer in a Plan in the Service Management
Portal (Admin Portal)

May 2,2023

The Service Management Portal in WAP allows an administrator to register Cisco APIC with WAP and

also create a hosting plan. As part of the plan, you can specify the VIP range, associate the NetScaler

load balancer with the plan, and create tenant user accounts.
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To create a NetScaler Load Balancer in a Plan in the Admin Portal:
1. Login to the Service Management Portal (Admin Portal).

2. In the Navigation pane, select PLANS.

Service Management Portal | v @ APIC\Administrator

plans
PLANS ADD-ONS SUBSCRIPTIONS
NAME STATUS STATE POPULARITY SUBSCRIPTIONS PLAN IDENTL.. 2

MyPlan_1 =4 l Private Configured 1 2 MyPlaixivt56x

MyPlan_2 ﬂ Private Configured 2 1 MyPlaixm0Orc7h

namel ﬂ Private Configured 3 0 nameixq2zrsa
USER ACCOUNTS
4

‘ REQUEST MANAGEMENT
0

(“'. SNINE CLOUD SECURITY
n USER COSTS
+ NEW

3. Inthe plans pane, select the plan that you want to add a load balancer.
4. Inthe selected plan’s pane, select Networking (ACI).

5. On the Networking (ACI) pane, in the L4-L7 SERVICE POOL drop-down list, select the L4-L7
resource pool that you had created in Cisco APIC.
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Service Management Portal |v @ APIC\Administrator o

[
-
[é} basic
a VMM MANAGEMENT SERVER INFRAV-SCVMM
- Virtual Machine C..
My
ﬁ VIRTUAL MACHINE CLOUD SCVMMIT
4 — PLAN TYPE ’\.fir‘tual Private Cloud D
2 e—
3 —
[ o
L4-L7 SERVICES POOL mininet_resource_pool v
" Choose one...
~ mininet_resource_pool
MAXIMUM EPG ALLOWED PER TENANT}ZUO ‘

MAXIMUM BD ALLOWED PER TENANT }200 ‘

6. Create atenant user account and associate the user with the plan you have created.

Configuring a NetScaler Load Balancer by Using the Service
Management Portal (Tenant Portal)

May 2, 2023

In WAP, once the Tenant creates the Bridge Domain (BD), VRF, and a Network, the Tenant can configure
a NetScaler Load Balancer through the Service Management Portal (Tenant Portal).

To configure NetScaler Load Balancer in Service Management Portal (Tenant Portal)
1. Logon to the Service Management Portal (Tenant Portal).
2. Create a bridge domain and VRF, as follows:
a. In the navigation pane, select ACI.

b. Click NEW.

c. Inthe NEW pane, select BRIDGE DOMAIN.
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BRIDGE DOMAIN NAME

STANDALONE VIRTUAL MACHINE <-u> NETWORK

SUBNET'S GATEWAY (L.E. 172.23.2.1/24)
H-HH
+>  VIRTUAL NETWORK SE=E  FIREWALL
-
VRF

MY ACCOUNT EIL LOAD BALANCER

ACl @ SHARED SERVICE Choose one...
Create One
VRF1
VRF2

d. In the BRIDGE DOMAIN field, enter the bridge domain name (for example, BD01).

e. (Optional) In the SUBNET’S GATEWAY field, enter the subnet’s gateway (for example,
192.168.1.1/24).

f. In the VRF field, select a VRF that is already part of the subscription or select Create One to
create a VRF.

g. Click CREATE.

3. Create a network and associate it with the bridge domain that you created. Do the following:
a. In the navigation pane, select ACI.
b. Click NEW.

c. In the NEW pane, select NETWORK.

NETWORK NAME

BRIDGE DOMAIN
EPG2Z

NETWORK BRIDGE DOMAIN

BD1
VIRTUAL NETWORK FIREWALL
SUBNET'S GATEWAY (I,
MY ACCOUNT LOAD BALANCER

DNS SERVER IP/IPS (I.E.

ACI SHARED SERVICE
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d. In the NETWORK NAME field, enter the network name (for example, S01).

e. In the BRIDGE DOMAIN drop-down list, select the bridge domain you have created. (for ex-
ample, BDO1).

f. In the subnet’s GATEWAY field, enter the subnet’s gateway address (for example,
172.23.2.1/24).

g. (Optional) In the DNS SERVER IP/IPS field, enter the DNS server details.
h. Click CREATE.

4. Inthe ACl pane, select NETWORKS.

Service Management Portal v @ azurepackl@domain.com

fEEE aumons ac

@ VIRTUAL MACHINES NETWORKS BRIDGE DOMAIN VIRTUAL MACHINES FIREWALL LOAD BALANCER SHARED SERVICES VRFS
0
NETWORK APPLICATION PROFILE SUBNET ADDRESS SPACE STATUS P

<on :E'm

InACH = | default [ BD1 Ready

@ Mraccount

5. Double-click the network that you have created. Then, in the network pane, select Enable load
balancer (public). In the IP ADDRESS field, a VIP is automatically assigned from the VIP Range
that the administrator configured in the Admin Portal. For more information, see Creating a
NetScaler Load Balancer in a Plan in the Service Management Portal (Admin Portal).

6. Double-click the network that you have created. Then, in the network pane, select Enable load
balancer (public). In the IP ADDRESS field, a VIP is automatically assigned from the VIP Range
that the administrator configured in the Admin Portal. For more information, see Creating a
NetScaler Load Balancer in a Plan in the Service Management Portal (Admin Portal).
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Service Management Portal v @ azurepacki@domain

network address translation

D Enable direct internet access using NAT

load balancer

Enable load balancer (public) Enable internal load balancer (internal

{Connected to external network) Connected to NAT device

IP ADDRESS

Allow Outbound Connections O

7. Inthe network pane, select the Load Balancers tab, and click ADD.

x
ADD NETWORK LOAD BALANCER

Add a load balancer to the virtual
network

NAME

VIRTUAL IP ADDRESS

PROTOCOL

Tcp

1 [

PORT

8. Inthe ADD NETWORK LOAD BALANCER pane, do the following:
a. In the NAME field, enter the name for the load balancer.

b. Optionally, in the VIRTUAL IP ADDRESS field, assign the load balancer a VIP address from
the VIP range that you defined earlier.

c. Optionally, in the PROTOCOL field, select TCP.
d. In the PORT field, enter the port number.
9. Click CREATE.

The NetScaler Load Balancer is displayed in the LOAD BALANCERS tab and the NetScaler Load
Balancer is data path ready.
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Service Management Portal v @ azurepackl@domain.com

epg
METWORK RULES LOAD BALANCERS
NAME PORT PROTOCOL VIRTUAL IP ADDRESS p

Ib1 http TCP

Deleting a NetScaler Load Balancer from the Network

May 2, 2023

Using the Service Management Portal (Tenant Portal), from the Network, you can delete the NetScaler
load balancer that you created.

To delete a NetScaler load balancer from the Network:

1. Log on to the Service Management Portal (Tenant Portal).
2. In the navigation pane, select ACI.
3. Inthe ACl pane, on the NETWORKS tab, click the network that you created.

4. Inthe selected network’s pane, select the NetScaler load balancer and click DELETE.
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Service Management Portal | @ azurepacki@domain.com

epg
MNETWORK RULES LOAD BALANCERS

PROTOCOL VIRTUAL IP ADDRESS el

O

REFRESH

5. Click OK to delete the NetScaler load balancer.

Are you sure you want to delete load Balancer Ib17
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NetScaler cloud native solution for microservices based on Kubernetes

May 2, 2023

As companies transform to innovate faster and get closer to customers, they are rearchitecting their
internal process and breaking down boundaries within their organization. They are removing silos to
pull together the right skill sets in the same team. One of the goals is to create and deliver software
applications with speed, agility, and efficiency. In this regard, modern application architectures based
on microservices are being adopted by a growing number of enterprises.

Using a microservices architecture, you can create applications as sets of loosely coupled services
which can be deployed, updated, and scaled independently.

Cloud native is an approach that relies on the microservices architecture for building and deploying
applications with the following key attributes:

» Deploys applications as loosely coupled microservices or containers

+ Involves a very high degree of automation

+ Implements agile DevOps processes and continuous delivery workflows
+ Centers around APIs for interaction and collaboration

How does Kubernetes help in the cloud native journey?

To provide the desired levels of agility and stability, cloud native applications require high levels of
infrastructure automation, security, networking, and monitoring. You need a container orchestration
system that can efficiently manage containers at a large scale. Kubernetes has emerged as the most
popular platform for container deployment and orchestration. Kubernetes abstracts the complex task
of running, deploying, and managing containers from developers and operators and automatically
schedules containers among a cluster of nodes. Kubernetes and the cloud native computing founda-
tion (CNCF) ecosystem helps you to build a platform for cloud native solutions.

Some of the key benefits of using Kubernetes:

«+ Simplifies application deployment be it on-premises, hybrid, or public cloud infrastructure
« Accelerates application development and deployment
+ Increases agility, flexibility, and scalability of applications

What is NetScaler cloud native solution?

To maximize the benefits of using Kubernetes in production, you need to integrate Kubernetes with
several tools, vendor-sourced, and open-source components. Ensuring production grade reliability
and security for their cloud native application is a challenge faced by many organizations.
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As the provider of industry-leading NetScalers, NetScaler offers a NetScaler cloud native solution to
address the challenges in a Kubernetes production environment.

NetScaler cloud native solution leverages the advanced traffic management, observability, and com-
prehensive security features of NetScalers to ensure enterprise grade reliability and security. It can
provide complete visibility to application traffic in your Kubernetes environment, render immediate
feedback, and help gain meaningful insights about the application performance.

Thefollowingtable lists the key requirements of different stakeholders while implementing an Ingress

solution.

Stakeholders

Platform administrators

DevOps

Developers

SREs

SecOPs

The following diagram explains the NetScaler cloud native solution and how it addresses the various

Job function

Ensure availability of
Kubernetes clusters

Accelerate the deployment of
applications to production

Develop and test
microservices

Ensure availability of
applications to meet service
level agreements

Ensure security compliance

challenges faced by stakeholders in their cloud native journey.

Needs

Simpler ways to manage
applications deployed across
multiple clusters, operation,
and platform life cycle
management

Integration with CI/CD
pipeline, support for
deployment techniques like
Canary and blue-green for
faster deployment

Ways to bring traffic into the
Kubernetes cluster, tracing
and debugging, rate limiting
for applications, and
authentication for
applications

Advanced telemetry for
applications and
infrastructure

Secure Ingress traffic, API
protection, service mesh for
secure communication
between microservices inside
the Kubernetes cluster
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NetScaler cloud native solution provides the following key benefits:

Provides an advanced Kubernetes Ingress solution that caters to the needs of developers, SREs,
devOps, and network or cluster administrators.

Eliminates the need to rewrite legacy applications based on TCP or UDP traffic while moving
them into a Kubernetes environment.

Secures applications with NetScaler policies exposed as Kubernetes APIs.

Helps to deploy high performing microservices for North-South traffic and East-West traffic.
Provides an all-in-one view of all microservices using NetScaler ADM service graph.

Enables faster troubleshooting of microservices across different kinds of traffic including TCP,
UDP,HTTP, HTTPS, and SSL.

Secures APIs.

Automates CI/CD pipeline for Canary deployments.

Provides out of the box integrations with CNCF open-source tools.

For more information on the various cloud native solutions offered by Citrix, see the following links:

Kubernetes Ingress solution
Service mesh

Solutions for observability
API gateway for Kubernetes
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Components of NetScaler cloud native solution

The following table explains the major components of NetScaler cloud native solution:

Component

NetScaler Ingress Controller

NetScaler Observability Exporter

NetScaler xDS adapter

Description

This container is an implementation of the

Kubernetes Ingress Controller to manage and
route traffic into your Kubernetes cluster usin
NetScalers (NetScaler CPX, VPX, or MPX). Usin

g
g

NetScaler Ingress Controller, you can configure

NetScaler CPX, VPX, or MPX according to the
Ingress rules and integrate your NetScalers
with the Kubernetes environment.

NetScaler Observability Exporter is a container

which collects metrics and transactions from
NetScalers and transforms them to suitable
formats (such as JSON, AVRO) for supported
endpoints. You can export the data collected
by NetScaler Observability Exporter to the
desired endpoint. By analyzing the data

exported to the endpoint, you can get valuable

insights at a microservices level for
applications proxied by NetScalers.

NetScaler xDS adapter is a container for
integrating NetScaler with service mesh
control plane implementations based on xDS
APIs (Istio, Consul, and so on). It
communicates with the service mesh control
plane and listens for updates by acting as a
gRPC client to the control plane API server.
Based on the updates from the control plane,
the NetScaler xDS-Adaptor generates the
equivalent NetScaler configuration.
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Component Description

NetScaler CPX NetScaler CPX is a container-based application
delivery controller that can be provisioned on
a Docker host. NetScaler CPX enables
customers to leverage Docker engine
capabilities and use NetScaler load balancing
and traffic management features for
container-based applications. You can deploy
one or more NetScaler CPX instances as
standalone instances on a Docker host.

Kubernetes Ingress solution

May 2, 2023

This topic provides an overview of the Kubernetes Ingress solution provided by NetScaler and explains
the benefits.

What is Kubernetes Ingress?

When you are running an application inside a Kubernetes cluster, you need to provide a way for ex-
ternal users to access the applications from outside the Kubernetes cluster. Kubernetes provides an
object called Ingress that provides the most effective way to expose multiple services using a stable
IP address. A Kubernetes ingress object is always associated with one or more services and acts as a
single-entry point for external users to access services running inside the cluster.

The following diagram explains how Kubernetes Ingress works.
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Service Service Service

Kubernetes Ingress implementation consists of the following components:

+ Ingress resource. An Ingress resource allows you to define rules for accessing the applications
from outside of the cluster.

+ Ingress controller. An Ingress controller is an application deployed inside the cluster that in-
terprets rules defined in the Ingress. Ingress controller converts the Ingress rules into configura-
tion instructions for a load balancing application integrated with the cluster. The load balancer
can be a software application running inside your Kubernetes cluster or a hardware appliance
running outside the cluster.

+ Ingress device. An Ingress device is a load balancing application like NetScaler CPX, VPX, or
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MPX which performs load balancing according to the configuration instructions provided by the
Ingress controller.

What is the Kubernetes Ingress solution from Citrix?

In this solution, NetScaler provides an implementation of Kubernetes Ingress controller to manage
and route traffic into your Kubernetes cluster using NetScalers (NetScaler CPX, VPX, or MPX). The
NetScaler Ingress Controller integrates NetScalers with your Kubernetes environment and configures
NetScaler CPX, VPX, or MPX according to the Ingress rules.

Standard Kubernetes Ingress solutions provide load balancing only at layer 7 (HTTP or HTTPS traffic).
Some times, you need to expose many legacy applications which rely on TCP or UDP or applications
and need a way to load balance those applications. NetScaler Ingress Controller solution provides
TCP, TCP-SSL, and UDP traffic support apart from the standard HTTP or HTTPS Ingress. Also, it works
seamlessly across multiple clouds or on-premises data centers.

NetScaler provides enterprise-grade traffic management policies like rewrite and responder policies
for efficiently load balancing traffic at layer 7. However, Kubernetes Ingress lacks such enterprise-
grade traffic management policies. With the Kubernetes Ingress solution from Citrix, you can apply
rewrite and responder policies for application traffic in a Kubernetes environment using CRDs pro-
vided by NetScaler.

The Kubernetes Ingress solution from Citrix also supports automated canary deployment for your
Cl/CD application pipeline. In this solution, NetScaler is integrated with the Spinnaker platform and
acts as a source for providing accurate metrics for analyzing Canary deployment using Kayenta. After
analyzing the metrics, Kayenta generates an aggregate score for the canary and decides to promote
or fail the Canary version. You can also regulate traffic distribution to the Canary version using the
NetScaler policy infrastructure.

The following table summarizes the benefits offered by the Ingress solution from Citrix over Kuber-
netes Ingress.

Features Kubernetes Ingress Ingress Solution from Citrix
HTTP and HTTPs support Yes Yes
URL routing Yes Yes
TLS Yes Yes
Load balancing Yes Yes
TCP, TCP-SSL No Yes
ubP No Yes
HTTP/2 Yes Yes
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Features Kubernetes Ingress Ingress Solution from Citrix
Automated canary No Yes

deployment support with

Cl/CD tools

Support for applying No Yes

NetScaler rewrite and
responder policies

Authentication (Open No Yes
Authorization (OAuth),
mutual TLS (mTLS))

Support for applying Citrix No Yes
Rate Limiting policies

Deployment options for Kubernetes Ingress solution

Kubernetes Ingress solution from NetScaler provides you flexible architecture depending on how you
want to manage your NetScalers and Kubernetes environment.

Unified Ingress (single-tier)

In a unified Ingress (single-tier) architecture, a NetScaler MPX or VPX device deployed outside the
Kubernetes cluster is integrated with the Kubernetes environment using the NetScaler Ingress Con-
troller. The NetScaler Ingress Controlleris deployed as a pod in the Kubernetes cluster and automates
the configuration of NetScalers based on changes to the microservices or the Ingress resources. The
NetScaler device performs functions like load balancing, TLS termination, and HTTP or TCP protocol
optimizations on inbound traffic and then routes the traffic to the correct microservice within a Kuber-
netes cluster. This architecture suits best in scenarios where the same team manages the Kubernetes
platform and other networking infrastructure including application delivery controllers (ADCs).

The following diagram shows a deployment using the unified Ingress architecture.
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A unified Ingress solution provides the following key benefits:

+ Provides a way to extend the capabilities of your existing NetScaler infrastructure to the Kuber-
netes environment

+ Enables you to apply traffic management policies for inbound traffic

« Provides a simplified architecture suitable for network-savvy DevOps teams

+ Supports multitenancy

Dual-tier Ingress

In a dual-tier architecture, NetScaler (MPX or VPX) deployed outside the Kubernetes cluster acts at tier
1 and load balances North-South traffic to NetScaler CPXs running inside the cluster. NetScaler CPX
acts at tier 2 and performs load balancing for microservices inside the Kubernetes cluster.

In scenarios where separate teams manage the Kubernetes platform and the network infrastructure,
the dual-tier architecture is most suitable.

Networking teams use tier 1 NetScaler for use cases such as GSLB, TLS termination on the hardware
platform, and TCP load balancing. Kubernetes platform teams can use tier 2 NetScaler (CPX) for Layer
7 (HTTP/HTTPS) load balancing, mutual TLS, and observability or monitoring of microservices. The
tier 2 NetScaler (CPX) can have a different software release version than the tier 1 NetScaler to accom-
modate newly available capabilities.

The following diagram shows a deployment with dual-tier architecture.
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A dual-tier Ingress provides the following key benéefits:

« Ensures high velocity of application development for developers or platform teams

+ Enables applying developer driven traffic management policies for microservices inside the Ku-
bernetes cluster

« Enables cloud scale and multitenancy

For more information, see the NetScaler Ingress Controller documentation.

Getting started

To get started with the Kubernetes Ingress solution from Citrix, you can try out the following examples:

+ Load balance Ingress traffic with NetScaler CPX in Minikube
» Load balance North-South Ingress traffic using NetScaler CPX proxy
« Load balance East-West microservice traffic using NetScaler CPX proxy

Service mesh

May 2, 2023
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A service mesh is an infrastructure layer for handling service-to-service communication for cloud-
native applications using APIs. It provides a way to connect, secure, and monitor your microservices.
NetScaler provides two solutions to meet your service mesh requirements:

« Service mesh lite
+ Service mesh (NetScaler integration with Istio)

Service mesh lite

A full-fledged service-mesh implementation is complex and requires a steep learning curve. If you
are looking for a simplified implementation of a service mesh with similar benefits, NetScaler offers
a solution called service mesh lite with lesser complexity. In this solution, a NetScaler CPX runs as
a centralized load balancer in the Kubernetes cluster and load balances East-West traffic among mi-
croservices. NetScaler CPX enforces policies for inbound and inter-container traffic.

The following diagram shows a service mesh lite architecture.

Service Mesh Lite

For information, see the service mesh lite documentation.

Service mesh (NetScaler integration with Istio)

NetScaler provides a service mesh solution by integrating NetScaler with Istio. Istio, an open source
and platform-independent service mesh, is one of the most popular service mesh implementations.
By integrating NetScaler with Istio, you can take advantage of the NetScaler features to secure and
optimize the traffic for applications in the service mesh.

NetScaler can be integrated with Istio in the following ways:

+ NetScaler MPX, VPX, or CPX as an Istio Ingress Gateway to the service mesh to expose traffic to
the Kubernetes cluster.

« NetScaler CPX as a sidecar proxy with application containersin the service mesh to control com-
munication between applications.

You can use either integration independently or you can combine both ways to have a unified data
plane solution.

The following diagram shows a service mesh architecture.
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Service mesh is ideal for highly secure applications and also offers the following benefits.

+ Offers fine-grained (modularized) traffic management per container

+ Ensuresricherobservability, analytics, and security (Mutual TLS) due to sidecarimplementation
« Enables automated canary deployment for each container with embedded NetScaler CPX

« Supports cloud portability

« Allows offloading of some of the functions performed by applications to the sidecar

« Provides lower sidecar latency

+ Provides integrations with open-source tools

« Offers scalability

For more information, see the NetScaler integration with Istio documentation.

Solutions for observability

May 2, 2023

In a microservices based architecture, visibility into service to service communications is critical to
build an efficient and resilient architecture. Traditional ways for logging and monitoring is not capa-
ble of addressing the challenges of a microservices architecture. Observability solutions from Citrix
provide you the ability to see what is happening when your services interact with each other and get
meaningful insights about your system.
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NetScaler provides the following solutions to address the observability needs of your microservices
architecture:

+ NetScaler ADM service graph and analytics
+ NetScaler Observability Exporter

NetScaler ADM service graph and analytics

NetScaler Application Delivery Management (ADM) is a centralized management solution that pro-
vides enterprise-wide visibility and automation for management jobs that need to be run across mul-
tiple instances.

In a microservice architecture, troubleshooting is challenging because a single end-user request may
span across multiple microservices.

NetScaler ADM service graph and analytics provides visibility into interactions between microservices
and helps to identify and fix issues based on various metrics such as latency and HTTP errors.

NetScaler ADM also provides advanced analytics based on metrics and transaction logs collected from
NetScaler.

NetScaler ADM solution provides the following benefits:

+ Provides a single pane of glass for applications across containers, on-premises, or cloud
+ Provides better observability and faster troubleshooting for microservices
+ Supports Canary deployment

The following diagram shows a sample service graph for an application which contains multiple mi-

croservices.
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For more information on how to set up NetScaler ADM service graph and analytics, see the Service
graph documentation.

NetScaler Observability Exporter

NetScaler Observability Exporter is a container which collects metrics and transactions from
NetScalers and transforms them to suitable formats (such as JSON, AVRO) for supported endpoints.
You can export the data collected by NetScaler Observability Exporter to the desired endpoint. By
analyzing the data, you can get valuable insights at a microservices level for applications proxied by
NetScalers.

Distributed tracing support

Distributed tracers allow you to visualize the data flow between your microservices and helps to iden-
tify the bottlenecks in your microservices architecture. OpenTracing is a specification and standard
set of APIs for designing and implementing distributed tracing.
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NetScaler Observability Exporterimplements distributed tracing for NetScaler and currently supports
Zipkin as the distributed tracer.

You can enhance the trace analysis by using Elasticsearch and Kibana with Zipkin. Elasticsearch pro-
vides long-term retention of the trace data. Kibana allows you to get much deeper insight into the
data by providing a tool to explore, and visualize log messages.

Transaction collection and streaming support

NetScaler Observability Exporter supports collecting transactions and streaming them to end-
points. Currently, NetScaler Observability Exporter supports Elasticsearch and Kafka as transaction
endpoints.

For more information, see the NetScaler Observability Exporter documentation.

Enable analytics using annotations in the NetScaler Ingress Controller YAML file

You can enable analytics using the analytics profile which is defined as a smart annotation in Ingress
or service of type LoadBalancer configuration. You can define the specific parameters you need to
monitor by specifying them in the Ingress or service configuration of the application. For more infor-
mation about enabling analytics using annotations, see Analytics using annotations.

API gateway for Kubernetes

May 2, 2023

An API gateway acts as the single entry point for your APIs and ensures secure and reliable access to
multiple APIs and microservices in your system.

NetScaler provides an enterprise grade API gateway for North-South API traffic into the Kubernetes
cluster. The

API gateway integrates with Kubernetes through the NetScaler Ingress Controller and the NetScaler
(NetScaler MPX, VPX, or CPX) deployed as the Ingress Gateway for on-premises or cloud deployments.

The following diagram shows a dual-tier topology for the API gateway.
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Using the API gateway offered by Citrix, you can perform the following functionalities:

« Enforce authentication policies

+ Rate limit access to services

+ Advanced content routing

+ Flexible and comprehensive transformation of HTTP transactions using the rewrite and respon-
der policies

» Enforce web application firewall policies

How does the API gateway work

The API gateway is built on top of the NetScaler Ingress Gateway and uses Kubernetes APl exten-
sions such as custom resource definitions (CRDs). Using CRDs, you can automatically configure the
NetScaler and APl gateway in the same instance.

NetScaler provides the following CRDs for the API gateway:

» Auth CRD

+ Rate limit CRD

» Content routing CRD

+ Rewrite and responder CRD
« WAF CRD

Key benefits of using the API gateway

Following are the key benefits of the API gateway offered by Citrix:

+ Uses the advanced traffic management and comprehensive security features of NetScaler.

+ Optimizes your deployments by consolidating multiple network functions into a single compo-
nent of the NetScaler Ingress Gateway.

» Reduces the operational complexity and cost involved in deploying multiple components.
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« Ensures better performance for your application traffic by reducing multiple hops of TCP or TLS
decryption while using separate components.

+ Simplifies deploy and integrate in your Kubernetes environments either by directly using YAMLs
or helm charts.

Deploying the API gateway

For more information on how to configure the API gateway features using CRDs, see the NetScaler
Ingress Controller documentation:

+ Authentication

+ Rate limiting

+ Advanced content routing

+ Rewrite and responder policies
+ Web application firewall policies

Use NetScaler ADM to troubleshoot NetScaler cloud native networking

May 2, 2023

Overview

This document provides information about how you can use NetScaler ADM to deliver and monitor
Kubernetes microservice applications. You also dive into using the CLI, service graphs, and tracing to
allow the platform and SRE teams to troubleshoot.

Application performance and latency overview
TLS encryption

TLS is an encryption protocol designed to secure Internet communications. A TLS handshake is the
process that begins a communication session that uses TLS encryption. During a TLS handshake, the
two communicating sides exchange messages to acknowledge each other, verify each other, establish
the encryption algorithms they use, and agree on session keys. TLS handshakes are a foundational
part of how HTTPS works.

TLS vs SSL handshakes

SSL (Secure Sockets Layer), was the original encryption protocol developed for HTTP. TLS (Transport
Layer Security) replaced SSL some time ago. SSL handshakes are now called TLS handshakes, al-
though the “SSL” name is still in wide use.
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When does a TLS handshake occur?

A TLS handshake takes place whenever a user navigates to a website over HTTPS and the browser
first begins to query the website’s origin server. A TLS handshake also happens whenever any other
communications use HTTPS, including API calls and DNS over HTTPS queries.

TLS handshakes occur after a TCP connection has been opened via a TCP handshake.
What happens during a TLS handshake?

« During a TLS handshake, the client and server together do the following:
Specify which version of TLS (TLS 1.0, 1.2, 1.3, and so forth) they use.
Decide on which cipher suites (see the following section) they use.

Authenticate the identity of the server via the server’s public key and the SSL certificate
authority’s digital signature.

Generate session keys to use symmetric encryption after the handshake is complete.
What are the steps of a TLS handshake?

« TLS handshakes are a series of datagrams, or messages, exchanged by a client and a server.
A TLS handshake involves multiple steps, as the client and server exchange the information
necessary for completing the handshake and making further conversation possible.

The exact steps within a TLS handshake vary depending upon the kind of key exchange algorithm used
and the cipher suites supported by both sides. The RSA key exchange algorithm is used most often. It
goes as follows:

1. The ‘client hello’ message: The client initiates the handshake by sending a “hello” message
to the server. The message includes which TLS version the client supports, the cipher suites
supported, and a string of random bytes known as the “client random.”

2. The ‘server hello’ message: In reply to the client hello message, the server sends a message con-
taining the server’s SSL certificate, the server’s chosen cipher suite, and the “server random,”
another random string of bytes that’s generated by the server.

3. Authentication: The client verifies the server’s SSL certificate with the certificate authority that
issued it. This confirms that the server is who it says it is, and that the client is interacting with
the actual owner of the domain.

4. The premastersecret: The client sends one more random string of bytes, the “premaster secret.”
The premaster secretis encrypted with the public key and can only be decrypted with the private
key by the server. (The client gets the public key from the server’s SSL certificate.)

5. Private key used: The server decrypts the premaster secret.

6. Session keys created: Both client and server generate session keys from the client random, the
server random, and the premaster secret. They should arrive at the same results.

7. Clientis ready: The client sends a “finished” message that is encrypted with a session key.

8. Server is ready: The server sends a “finished” message encrypted with a session key.
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9. Secure symmetric encryption achieved: The handshake is completed, and communication con-
tinues using the session keys.

Al TLS handshakes use asymmetric encryption (the public and private key), but not all use the private
key in the process of generating session keys. For instance, an ephemeral Diffie-Hellman handshake
proceeds as follows:

1. Client hello: The client sends a client hello message with the protocol version, the client ran-
dom, and a list of cipher suites.

2. Server hello: The server replies with its SSL certificate, its selected cipher suite, and the server
random. In contrast to the RSA handshake described in the previous section, in this message
the server also includes the following (step 3).

3. Server’sdigital signature: The server usesits private key to encrypt the client random, the server
random, and its DH parameter®. This encrypted data functions as the server’s digital signature,
establishing that the server has the private key that matches with the public key from the SSL
certificate.

4, Digital signature confirmed: The client decrypts the server’s digital signature with the public
key, verifying that the server controls the private key and is who it saysitis. Client DH parameter:
The client sends its DH parameter to the server.

5. Client and server calculate the premaster secret: Instead of the client generating the premaster
secret and sending it to the server, as in an RSA handshake, the client and the server use the DH
parameters they exchanged to calculate a matching premaster secret separately.

6. Session keys created: Now, the client and server calculate session keys from the premaster se-
cret, client random, and server random, just like in an RSA handshake.

« Clientis ready:
Same as an RSA handshake
« Serveris ready
« Secure symmetric encryption achieved

*DH parameter: DH stands for Diffie-Hellman. The Diffie-Hellman algorithm uses exponential
calculations to arrive at the same premaster secret. The server and client each provide a pa-
rameter for the calculation, and when combined they result in a different calculation on each
side, with results that are equal.

To read more about the contrast between ephemeral Diffie-Hellman handshakes and other kinds of
handshakes, and how they achieve forward secrecy, see this TLS Protocol Documentation.

What is a cipher suite?

+ Aciphersuite is a set of encryption algorithms for use in establishing a secure communications
connection. (An encryption algorithmis a set of mathematical operations performed on data for
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making the data appear random.) There are various cipher suites in wide use, and an essential
part of the TLS handshake is agreeing upon which cipher suite is used for that handshake.

To get started, see Reference: TLS Protocol Documentation.

NetScaler Application Delivery Management SSL dashboard

NetScaler Application Delivery Management (ADM) now streamlines every aspect of certificate man-
agement for you. Through a single console, you can establish automated policies to ensure the right
issuer, key strength, and correct algorithms, while keeping close tabs on certificates that are unused
or soon to expire. To begin using NetScaler ADM SSL dashboard and its functionalities, you must un-
derstand what an SSL certificate is and how you can use NetScaler ADM to track your SSL certificates.

A Secure Socket Layer (SSL) certificate, which is a part of any SSL transaction, is a digital data form
(X509) thatidentifies a company (domain) oranindividual. The certificate has a public key component
thatis visible to any client that wants to initiate a secure transaction with the server. The correspond-
ing private key, which resides securely on the Citrix Application Delivery Controller (ADC) appliance,
is used to complete asymmetric key (or public key) encryption and decryption.

You can obtain an SSL certificate and key in either of the following ways:

« From an authorized certificate authority (CA)
+ By generating a new SSL certificate and key on the NetScaler appliance

NetScaler ADM provides a centralized view of SSL certificates installed across all managed NetScaler
instances. On the SSL Dashboard, you can view graphs that help you track certificate issuers, key
strengths, signature algorithms, expired or unused certificates and so on. You can also see the dis-
tribution of SSL protocols that are running on your virtual servers and the keys that are enabled on
them.

You can also set up notifications to inform you when certificates are about to expire and include infor-
mation about which NetScaler instances use those certificates.

You can link a NetScaler instance’s certificates to a CA certificate. However, make sure that the cer-
tificates that you link to the same CA certificate have the same source and the same issuer. After you
have linked the certificates to a CA certificate, you can unlink them.
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To get started, see the SSL Dashboard Documentation.

Third party integrations

Application latency is measured in milliseconds, and it can indicate one of two things depending on
the metric used. The more common way of measuring latency is called “round-trip time” (or RTT).
RTT calculates the time it takes for a data packet to travel from one point to another on the network,
and for a response to be sent back to the source. The other measurement is called “time to first byte”
(or TTFB), which records the time it takes from the moment a packet departs a point on the network
to the moment it arrives at its destination. RTT is more commonly used to measure latency because
it can be run from a single point on the network and does not require data collection software to be
installed on the destination point (as TTFB does).

By monitoring your Application bandwidth usage and performance in real time, the ADM service
makes it easy to identify issues and to preemptively address potential problems before they manifest
and affect users on your network. This flow-based solution tracks usage by interface, application,
and conversation, giving you detailed information about activity across your network.

Using Splunk tools

Infrastructure and application performance are interdependent. To see the full picture, SignalFx pro-
vides seamless correlation between cloud infrastructure and the microservices running on top of it.
If your application acts out because of memory leakage, a noisy neighbor container or any other
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infrastructure-related issue, SignalFx lets you know. To complete the picture, in-context access to
Splunk logs and events enable deeper troubleshooting and root cause analysis.
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For more information on SignalFx Microservices APM and troubleshooting with Splunk, view Splunk
for DevOps information.

MongoDB support

MongoDB stores data in flexible, JSON-like documents. Meaning fields can vary from document to
document and data structure can be changed over time.

The document model maps to the objects in your application code, making data easy to work with.

On-demand queries, indexing, and real time aggregation provide powerful ways to access and analyze
your data.

MongoDB is a distributed database at its core, so high availability, horizontal scaling, and geographic
distribution are built in and easy to use.

MongoDB is designed to meet the demands of modern apps with a technology foundation that en-
ables you through:

+ The document data model - presenting you the best way to work with data.

+ Adistributed systems design - allowing you to intelligently put data where you want it.

+ Aunified experience that gives you the freedom to run anywhere - allowing you to future-proof
your work and eliminate vendor lock-in.

With these capabilities, you can build an Intelligent Operational Data Platform, underpinned by Mon-
goDB. For more information, see MongoDB Documentation.
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How to load balance Ingress traffic to TCP or UDP based application

In a Kubernetes environment, an Ingress is an object that allows access to the Kubernetes services
from outside the Kubernetes cluster. Standard Kubernetes Ingress resources assume that all the traf-
fic is HTTP-based and does not cater to non-HTTP based protocols such as, TCP, TCP-SSL, and UDP.
Hence, critical applications based on L7 protocols such as DNS, FTP, LDAP, cannot be exposed using
standard Kubernetes Ingress.

The standard Kubernetes solution is to create a service of type LoadBalancer. See Service Type Load-
Balancer in NetScaler for more information.

The second option is to annotate the ingress object. NetScaler Ingress Controller enables you to load
balance TCP or UDP based Ingress traffic. It provides the following annotations that you can use in
your Kubernetes Ingress resource definition to load balance the TCP or UDP based Ingress traffic:

« ingress.citrix.com/insecure-service-type: The annotation enables L4 load balancing with TCP,
UDP, or ANY as protocol for NetScaler.

+ ingress.citrix.com/insecure-port: The annotation configures the TCP port. The annotation is
helpful when micro service access is required on a non-standard port. By default, port 80 is
configured.

For more information, see How to load balance Ingress traffic to TCP or UDP based application.

Monitor and improve the performance of your TCP or UDP based applications

Application developers can closely monitor the health of TCP or UDP based applications through rich
monitors (such as TCP-ECV, UDP-ECV) in NetScaler. The ECV (extended content validation) monitors
help in checking whether the application is returning expected content or not.

Also, the application performance can be improved by using persistence methods such as source IP.
You can use these NetScaler features through Smart Annotations in Kubernetes. The following is one
such example:

apiVersion: extensions/vlbetal
kind: Ingress
metadata:

name: mongodb

annotations:

ingress.citrix.com/insecure-port: “80~
ingress.citrix.com/frontend-ip: “192.168.1.1”
ingress.citrix.com/csvserver: ‘{

“l2conn” :” on” }
ingress.citrix.com/lbvserver: ‘{

“mongodb-svc” :{
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“lbmethod” :” SRCIPDESTIPHASH” }
}

ingress.citrix.com/monitor: ‘{
“mongodbsvc” :{
utypeu :n tcp_ecvn }
}

Spec:
rules:
- host: mongodb.beverages.com

http:
paths:
- path: /
backend:

serviceName: mongodb-svc
servicePort: 80
<!--NeedCopy-->

NetScaler Application Delivery Management (ADM) Service

NetScaler ADM Service provides the following benefits:

+ Agile - Easy to operate, update, and consume. The service model of NetScaler ADM Service
is available over the cloud, making it is easy to operate, update, and use the features provided.
The frequency of updates, combined with the automated update feature, quickly enhances your
NetScaler deployment.

+ Faster time to value - Quicker business goals achievement. Unlike the traditional on-premises
deployment, you can use your NetScaler ADM Service with a few clicks. You not only save on in-
stallation and configuration time, but also avoid wasting time and resources on potential errors.

+ Multi-Site Management - Single Pane of Glass for instances across Multi-Site data centers. With
the NetScaler ADM Service, you can manage and monitor NetScalers that are in various types
of deployments. You have one-stop management for NetScalers deployed on-premises and in
the cloud.

+ Operational Efficiency - Optimized and automated way to achieve higher operational produc-
tivity. With the NetScaler ADM Service, your operational costs are reduced by saving your time,
money, and resources on maintaining and upgrading the traditional hardware deployments.

Service graph for Kubernetes applications

Using the service graph for the cloud-native application feature in NetScaler ADM, you can:

« Ensure end-to-end application overall performance
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« Identify bottlenecks created by the interdependency of different components of your applica-
tions

+ Gather insights into the dependencies of different components of your applications

« Monitor services within the Kubernetes cluster

+ Monitor which service has issues

+ Check the factors contributing to performance issues

« View detailed visibility of service HTTP transactions

+ Analyze the HTTP, TCP, and SSL metrics

By visualizing these metrics in NetScaler ADM, you can analyze the root cause of issues and take nec-
essary troubleshooting actions faster. Service graph displays your applications in various component
services. These services running inside the Kubernetes cluster can communicate with various compo-

nents within and outside the application.

To get started, see Setting up service graph.

Service graph for 3-tier web applications

Using the service graph feature from the application dashboard, you can view:

+ Details on how the application is configured (with content switching virtual server and load bal-
ancing virtual server)
- For GSLB applications, you can view data center, ADC instance, CS, and LB virtual servers
+ End-to-end transactions from client to service
+ The location from where the client is accessing the application
« The data center name where the client requests are processed and the associated data center
NetScaler metrics (only for GSLB applications)
+ Metrics details for client, service, and virtual servers
« If the errors are from the client or from the service
+ The service status such as Critical, Review, and Good. NetScaler ADM displays the service sta-
tus based on service response time and error count.
- Critical (red) - Indicates when average service response time > 200 ms AND error count >
0
- Review (orange) - Indicates when average service response time > 200 ms OR error count
>0
- Good (green) - Indicates no error and average service response time <200 ms
« The client status such as Critical, Review, and Good. NetScaler ADM displays the client status
based on client network latency and error count.
- Critical (red)- Indicates when average client network latency > 200 ms AND error count >
0
- Review (orange) - Indicates when average client network latency > 200 ms OR error count
>0
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- Good (green) - Indicates no error and average client network latency <200 ms
The virtual server status such as Critical, Review, and Good. NetScaler ADM displays the virtual
server status based on the app score.

- Critical (red) - Indicates when app score <40

- Review (orange) - Indicates when app score is between 40 and 75

- Good (green) - Indicates when app score is > 75

Points to note:

Only Load Balancing, Content Switching, and GSLB virtual servers are displayed in the service
graph.

If no virtual server is bound to a custom application, the details are not visible in the service
graph for the application.

You can view metrics for clients and servicesin the service graph only if active transactions occur
between virtual servers and web application.

If no active transactions are available between virtual servers and web application, you can only
view details in the service graph based on the configuration data such as load balancing, content
switching, GSLB virtual servers, and services.

Updates in the application configuration might take 10 minutes to reflect in the service graph.

For more information, see Service graph for applications.
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To get started, see Service Graph Documentation.

Troubleshooting for NetScaler teams

Let’s discuss some of the most common attributes for troubleshooting the NetScaler platform and

how these troubleshooting techniques apply to the Tier-1 deployments for microservices topologies.
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The NetScaler has a command line interface (CLI) that shows commands in real-time and is useful
for determining runtime configurations, statics, and policy configuration. This is facilitated via the
“SHOW?” command.

SHOW - perform ADC CLI operations:

>Show running config (-summary -fullValues)

Ability to search (grep command)
> “sh running config | -i grep vserver”

Check the version.
>Show Tlicense

“sh license"
<!--NeedCopy-->

Show SSL Statistics

>Sh ssl
System
Frontend
Backend
Encryption
<!--NeedCopy-->

The NetScaler has a command for enumerating statistics for all objects based on a seven (7) second

counter interval. This is facilitated via the “STAT” command.
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Highly granular L3-L7 telemetry by NetScaler

+ System Level: CPU and memory utilization of ADC.
HTTP Protocol: #Requests/Responses, GET/POST split, HTTP errors for N-S and E-W (for service
mesh lite only, sidecar soon).

SSL: #Sessions and #Handshakes for N-S and E-W traffic for service mesh lite only.

IP Protocol: #Packets receieved/sent, #Bytes received/sent, #Truncated packets, and #IP ad-
dress lookup.

NetScaler AAA: #Active Sessions

Interface: #Total multicast packets, #Total transferred bytes, and #Jumbo packets re-

ceived/sent.

Load balancing virtual server and content switching virtual server: #Packets, #Hits, and #Bytes
received/sent.

STAT - perform ADC CLI operations:

>Statistics
“stat ssl”

<!--NeedCopy-->
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Thu ipr 16 19:45:

Primary

]
u]
TooT

164477

Total

The NetScaler has a log archive structure that allows for the searching of statistics and counters when
troubleshooting specific errors via the “NSCONMSG” command.

NSCONMSG - main log file (ns data format)

Cd/var/nslog

“Mac Moves”
nsconmsg -d current -g nic_err
<!--NeedCopy-->
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Step 1: | Retrieve Performance statistics |

Run command in shell prompt
Step 2.1

Nsconmsg
command

User

/var/nslog Directory

Archived newnslog files Virtual Servers and

Associated Services

Historical performance
’ statistics Alep 22 Performance statistics

Step 4:
Data interpreted

I

Step 3:
Data collected

et |

i i
<> =

l

Nstcpdump

You can use nstcpdump for low-level troubleshooting. nstcpdump collects less detailed information
than nstrace. Openthe ADC CLI and type shell. You can use filters with nstcpdump but cannot use
filters specific to ADC resources. The dump output can be viewed directly within the CLI screen.

CTRL + C - Press these keys simultaneously to stop an nstcpdump.
nstcpdump.sh dst host x.x.x.x-Shows traffic sent to the destination host.

nstcpdump.sh -n src host x.x.x.x - Shows traffic from specified host and don’t convert IP
addresses to names (-n).

nstcpdump.sh host x.x.x.x - Shows traffic to and from specified host IP.
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NSTRACE - packet trace file

NSTRACE is a low-level packet debugging tool for troubleshooting networks. It allows you to store
capture files that you can analyze further using the analyzer tools. Two common tools are Network
Analyzer and Wireshark.

Packet capture tool, analyzed with WireShark

Ble [dt View Go Copture Anshze Statistics Telephony Tooks Internsls [Helg
© [ x ¥ y S
[3 Exp:
2 0.00000566 192.168.0.242 192.168.0.101 TcP 95 443 -« 50797 [SYN, ACK] Seq=0 Ack=1 Win=8190 Len=0 MSS=1460
0.00049482 192,168 101 192.168 242 TP 89 § ] 443 [ACK 5eQ=l Ack=1 Win=64240 Len=0
1 168 42 28 imited during capture]
2 168.0.101 156
168 . 18
101 192.168 24 P 105
8 0.101 192,168.0.242 L i
'] 24 168 P 1
1 101 168 15
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Once the NSTRACE capture file is created in /var/nstrace on the ADC, you can import the capture file
into Wireshark for packet capture and network analysis.

SYSCTL - Detailed ADC info: Description, Model, Platform, CPUs, and so on
sysctl —-a grep hw.physmem

hw.physmem: 862306304
netscaler.hw_physmem_mb: 822
<!--NeedCopy-->

aaad.debug - Open Pipe for authentication debug info

process_radius Got RADIUS event

process_radius Received BAD_ACCESS_REJECT for: <username>
process_radius Sending reject.

send_reject_with_code Rejecting with error code 4001.

For more information on how to troubleshoot authenticationissues through ADC or ADC Gateway with
the aaad.debug module, see aaad.debug Support Article.

There is also the ability to obtain performance statistics and event logs directly for the ADC. For more
information on this, see ADC Support Document.

Troubleshooting for SRE and platforms teams
Kubernetes traffic flows

North/South:
+ North/south traffic is traffic flowing from the user into the cluster, through the ingress.
East/West:

+ East/west traffic is traffic flowing around the Kubernetes cluster: service-to-service or service-
to-datastore.

How NetScaler CPX load balances east-west traffic flow in a Kubernetes environment

After you have deployed the Kubernetes cluster, you must integrate the cluster with ADM by provid-
ing the details of the Kubernetes environment in ADM. ADM monitors the changes in Kubernetes re-
sources, such as services, endpoints, and Ingress rules.

When you deploy an NetScaler CPX instance in the Kubernetes cluster, it automatically registers with
ADM. As part of the registration process, ADM learns about the CPX instance IP address and the port
on which it can reach the instance to configure it by using NITRO REST APIs.
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The following figure shows how NetScaler CPX load balances east-west traffic flow in a Kubernetes
cluster.

Application
Delivery
Management NetScaler
as GSLB

. NetScaler

NetScaler

NetScaler NetScaler

In this example,

Node 1 and Node 2 of the Kubernetes clusters contains instances of a front-end service and a back-
end service. When the NetScaler CPX instances are deployed in Node 1 and Node 2, the NetScaler CPX
instances are automatically registered with ADM. You must manually integrate the Kubernetes cluster
with ADM by configuring the Kubernetes cluster details in ADM.

When a client requests the front-end service, the ingress resource load balances the request between
the instances of the front-end service on the two nodes. When an instance of the front-end service
needs information from the back-end services in the cluster, it directs the requests to the NetScaler
CPX instance in its node. That NetScaler CPX instance load balances the requests between the back-
end services in the cluster, providing east-west traffic flow.

ADM service graph for applications

The service graph feature in NetScaler ADM enables you to monitor all services in a graphical represen-
tation. This feature also provides a detailed analysis and useful metrics. You can view service graphs
for:

» Applications configured across all NetScaler instances
+ Kubernetes applications
+ 3-tier Web applications

To get started, see the details in service graph.
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View microservice applications counters

The service graph also displays all microservice applications that belong to the Kubernetes clusters.
However, the mouse pointer on a service to view the metrics details.

You can view:

« The service name

» The protocol used by the service such as SSL, HTTP, TCP, SSL over HTTP

« Hits - The total number of hits received by the service

+ Service Response Time - The average response time taken from the service.
(Response time = Client RTT + request last byte - request first byte)

« Errors - The total errors such as 4xx, 5xx, and so on

« Data Volume - The total volume of data processed by the service

« Namespace - The namespace of the service

+ Cluster Name - The cluster name where the service is hosted

« SSL Server Errors - The total SSL errors from the service

Usecase: Troubleshooting slow application

90 percentile duration |mm
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These specific counters and transaction logs can be extracted through the NetScaler Observability

Exporter (COE) using a range of supported endpoints. For more information on COE, see the following
sections.

Exporter for NetScaler stats

This is a simple server that scrapes NetScaler stats and exports them via HTTP to Prometheus.
Prometheus can then be added as a data source to Grafana to view the NetScaler stats graphically.

To monitor the stats and counters of NetScaler instances, citrix-adc-metric-exporter can be
run as a container or script. The exporter collects NetScaler stats such as total hits to a virtual server,
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HTTP request rate, SSL encryption-decryption rate, and so on from the NetScaler instances and holds
them until the Prometheus server pulls the stats and stores them with a timestamp. Grafana can then
be pointed to the Prometheus server to fetch the stats, plot them, set alarms, create heat maps, gen-
erate tables, and so forth as needed to analyze the NetScaler stats.

Details about setting up the exporter to work in an environment as given in the figure is provided in
the following sections. A note on which NetScaler entities/metrics the exporter scrapes by default and
how to modify it is also explained.

For more information on Exporter for NetScaler, see the Metrics Exporter GitHub.

ADM service distributed tracing

In the service graph, you can use the distributed tracing view to:

+ Analyze the overall service performance.

« Visualize the communication flow between the selected service and its inter-dependent ser-
vices.

+ Identify which service indicates errors and troubleshoot the erroneous service

« View transaction details between the selected service and each interdependent service.

ADM distributed tracing prerequisites

To view the trace information for the service, you must:

+ Ensure that an application maintains the following trace headers, while sending any east-west
traffic:

® x-request-id

® x-b3-traceid

® x-h3-spanid

® x-b3-parentspanid
® x-h3-sampled

® x-h3-flags

® x-pt-span-context

« Update the CPX YAML file with NS_DISTRIBUTED_TRACING and the value as YES.
To get started, see Distributed Tracing.
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NetScaler Observability Exporter (COE) parsing

NetScaler Observability Exporter is a container which collects metrics and transactions from
NetScalers and transforms them to suitable formats (such as JSON, AVRO) for supported endpoints.
You can export the data collected by the NetScaler Observability Exporter to the desired endpoint.
By analyzing the data exported to the endpoint, you can get valuable insights at a microservices level
for applications proxied by NetScalers.

For more information on COE, see the COE GitHub.

COE with Elasticsearch as the transaction endpoint

A Used for distributed tracing and identifying latency issues
ZIPKIN

" Distributed streaming platform that is used to publish and
§gkafkm subscribe to streams of record

Allows for storage, searching and analyzing large volumes of

_ data quickly in near real time
- elasticsearch

When Elasticsearch is specified as the transaction endpoint, NetScaler Observability Exporter con-
verts the data to JSON format. On the Elasticsearch server, NetScaler Observability Exporter creates
Elasticsearch indexes for each ADC on an hourly basis. These indexes are based on data, hour, UUID
of the ADC, and the type of HTTP data (http_event or http_error). Then, the NetScaler Observabil-
ity Exporter uploads the data in JSON format under Elastic search indexes for each ADC. All regular
transactions are placed into the http_event index and any anomalies are placed into the http_error
index.
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NOE supports JSON, AVRO formats

Logstream .
Transactions

wunn || [JSON :
—
NetScaler

AVRO, Transactions
Events/Auditlogs
Metrics
JSO Transactions/
Distributed Tracing

Distributed tracing support with Zipkin

In a microservice architecture, a single end-user request may span across multiple microservices mak-
ing tracking a transaction and fixing sources of errors challenging. In such cases, traditional ways for
performance monitoring cannot accurately pinpoint where failures occur and what is the reason be-
hind poor performance. You need a way to capture data points specific to each microservice handling
arequest and analyze them to get meaningful insights.

Distributed tracing addresses this challenge by providing a way to track a transaction end-to-end and
understand how it is being handled across multiple microservices.

OpenTracing is a specification and standard set of APIs for designing and implementing distributed
tracing. Distributed tracers allow you to visualize the data flow between your microservices and helps
to identify the bottlenecks in your microservices architecture.

NetScaler Observability Exporterimplements distributed tracing for NetScaler and currently supports
Zipkin as the distributed tracer.

Currently, you can monitor performance at the application level using NetScaler. Using NetScaler
Observability Exporter with NetScaler, you can get tracing data for microservices of each application
proxied by your NetScaler CPX, MPX, or VPX.

To get started, see the GitHub Observability Exporter.
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NOE extends NetScaler to TOL tools
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Zipkin for application debugging

Zipkin is an open source distributed tracing system based on Dapper’s paper from Google. Dapper is
Google’s system for its system distributed tracing in production. Google explains this in their paper -
“We built Dapper to provide Google’s developers with more information about the behavior of com-
plex distributed systems”. Observing the system from different angles is critical when troubleshoot-
ing, especially when a system is complex and distributed.

The following Zipkin trace data identifies a total of 5 spans and 5 services related to the Watches sam-
ple application. The trace data shows the specific span data across the 5 microservices.

To get started, see Zipkin.
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Sample Zipkin span showing application latency for initial page load request:
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Services: amazon

Relative
Date Time Time Annotation Address
7/15/2020, Server Start  10.10.235.179:171
2:14:24 PM 9 (amazon)
7/15/2020, 105.456ms  Server Finis 10.10.235.179:171
2:14:24 PM h 9 (amazon)
Key Value
component py_zipkin
http.host amazon:1719
http.method GET
hitp.path Iserialfview/watches
http.url hitp:/lcpx-ingress.coe.sve.cluster.local/serial/vie
wiwatches
Local amazon

Component

peer.address 10.10.235.190

Kibana for viewing data

Kibanais an open user interface that lets you visualize your Elasticsearch data and navigate the Elastic
Stack. Do anything from tracking query load to understanding the way requests flow through your
apps.

Whether you’re an analyst or an admin, Kibana makes your data actionable by providing the following
three key functions:

« An open-source analytics and visualization platform. Use Kibana to explore your Elastic-
search data, and then build beautiful visualizations and dashboards.

« A Ul for managing the Elastic Stack. Manage your security settings, assign user roles, take
snapshots, roll up your data, and more — all from the convenience of a Kibana Ul.

+ A centralized hub for Elastic’s solutions. From log analytics to document discovery to SIEM,
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Kibana is the portal for accessing these and other capabilities.

Kibana is designed to use Elasticsearch as a data source. Think of Elasticsearch as the engine that
stores and processes the data, with Kibana sitting on top.

From the home page, Kibana provides these options for adding data:

+ Import data using the File Data visualizer.
+ Set up a data flow to Elasticsearch using our built-in tutorials. If a tutorial doesn’t exist for your
data, go to the Beats Overview to learn about other data shippers in the Beats family.

Add a sample data set and take Kibana for a test drive without loading data yourself.

Index your data into Elasticsearch with REST APIs or Client Libraries.

Kibana uses an index pattern to tell it which Elasticsearch indices to explore. If you upload afile, run a
built-in tutorial, or add sample data you get an index pattern for free and are good to start exploring.
If you load your own data you can create an index pattern in Stack Management.

Step 1: Configure Index Pattern for Logstash

Step 2: Select the index and generate traffic to populate.

Step 3: generate application from the unstructured data from log feeds.
Step 4: Kibana formats the Logstash input to create reports and dashboards.

« Time Range

 Tabular View

«+ Hit counts based on the application.
- Time IP, Agent, Machine.OS, Response Code (200), URL
- Filter on values

Step 5: Visualize the data in a report of aggregations.

+ Result Aggregation in a chart report (pie, graph, and so forth)

Fullscreen Share Clone  Edit

@

# v Search KQL [ v Last 15 minutes Show dates
®
@+ Addfiter
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g TOWNTTPRequests HTTP Request Methods
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https://www.elastic.co/blog/importing-csv-and-log-data-into-elasticsearch-with-file-data-visualizer
https://www.elastic.co/guide/en/beats/libbeat/7.9/beats-reference.html
https://www.elastic.co/guide/en/kibana/current/add-sample-data.html
https://www.elastic.co/guide/en/elasticsearch/reference/7.9/getting-started-index.html
https://www.elastic.co/guide/en/elasticsearch/client/index.html
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(4

B oiscover o

@ New Save Open Share Inspect
® # v |search KQL
@+ Add filter
i
' selectedfields -soures
= I > transinfo: 8,947 httpReqHost: 10.106.76.201:31263 httpRegMethod: PUT httpReqUserAgent: curl/7.47.8 flowFlagsRx: 67,256,627 1ingressInterfaceClient: 1
©  Available fields o reqTimestamp: 1,597,127,495,192,198 httpReqUrl: /status/500 apphameVserverLs: kgs-webserver-ingress_default_80_kss-webserver_default_88_svc tracingTraceld: fbf197e58002eect
- tracingReqspanId: f@92c7830062eecé httpContentType: text/htnl; charset=utf-8 httpRspStatus: 506 httpRsplen: 255 backendSvrIpvdAddress: 10.32.0.4
# uraten backendSvrDstIpvaAddress: 16.49.6.2 transSrvSrcPort: 32,311 transSrvDstPort: 88 srvFlowFlagsRx: 2,281,843,139 srvFlowrlagsTx: 3,355,584,547 svrTcpFlagsRx: 24 svrTcpFlagsTx: 24
t d transSvrFlonStartUsecRx: 1,597,127,495,193,198 transSvrFlowStartUsecTx: 1,597,127,495,192,198 transSvrFlowEndUsecRx: 1,597,127,495,193,198
@&
@ Juen > transinfo: 8,963 httpReqHost: 10.106.76.261:31263 httpRegMethod: PUT httpReqUserAgent: curl/7.47.8 flowFlagsRx: 67,256,627 1ingressInterfaceClient: 1
By ocoe reqTimestamp: 1,597,127,495,307,194 httpRequrl: /status/500 appNameVserverLs: kss-webserver-ingress_default_88_kss-webserver_default_88_svc tracingTraceld: 99494e698804affa
= tracingReqspanId: f4fbdaeboesaffa httpContentType: text/htnl; charset=utf-8 httpRspStatus: 506 httpRsplen: 255 backendSvrIpv4address: 10.32.0.4
i backendSvrDstIpvaaddress: 16.48.6.2 transSrvSrcPort: 32,311 transSrvDstPort: 8¢ srvFlowFlagsRx: 2,281,843,139 srvFlowrlagsTx: 3,355,584,547 svrTcpFlagsRx: 24 svrTcpFlagsTx: 24
&t appName transSvrFlonStartUsecRx: 1,597,127,495,308,194 transSvrFlowStartUsecTx: 1,597,127,495,367, 194 transSvrFlowEndUsecRx: 1,597,127,495,308,194
A gppiiameVsanvarial > transInfo: 8,977 httpReqHost: 10.106.76.201:31263 httpReqMethod: PUT httpReqUserAgent: curl/7.47.8 flomFlagsRx: 67,250,627 dingressInterfaceClient: 1
t backendSvDstipvdAddress reqTimestamp: 1,507,127,495,415,196 httpReqUrl: /status/500 appNameVserverLs: k8s-webserver-ingress_default 82_kis-webserver_default 88_sve tracingTraceld: df41474a880655d6
@ tracingReqSpanTd: 8c4c585200865506 httpContentType: text/htnl; charset=utf-8 httpRspStatus: 508 httpRsplen: 255 backendSvrIpvdAddress: 10.32.0.4
@ { beckendsupushddiecs backendSvrDstTpvaAddress: 10.48.0.2 transSrvSrcPort: 32,311 transSruDstPort: 88 srvFlowFlagsRx: 2,281,843,130 srvFlowFlagsTx: 3,355,584,547 svrTcpFlagsRx: 24 svrTcpFlagsTx: 24
# clientMss transSurFlonStartUsecRx: 1,507,127,495,416,199 transSvrFlowStartUsecTx: 1,597,127,495,415,190 transSvrFlowEndUsecRx: 1,597,127,495,416,108
B 4 anrasibencon > transInfo: 8,991 httpReqHost: 10.106.76.201:31263 httpReqMethod: PUT httpReqUserAgent: curl/7.47.8 flowFlagsRx: 67,250,627 ingressInterfaceClient: 1
# cintTeplitter reqTimestamp: 1,507,127,405,520,218 httpReqUrl: /status/500 appNameVeerverLs: ks-webserver-ingress_default_88_kss-webserver_default_88_sve tracingTraceld: adcfobddoge7fela
tracingReqspanId: c6af2bcfa0e7fe1a httpContentType: text/html; charset=utf-g httpRepStatus: 506 httpRsplen: 255 backendSvrIpvdAddress: 16.32.0.4
# cntiepRsckesiensnmnied backendSvrDstIpvaAddress: 10.49.0.2 transSrvSrcPort: 32,311 transSruDstPort: 84 srvFlowFlagsRx: 2,281,843,130 srvFlowrlagsTx: 3,355,584,547 svrTcpFlagsRy: 24 svrTcpFlagsTx: 24

# cintTcpRtoCount transSvrFlowStartUsecRx: 1,597,127,495,521,218 transSvrFlowStartUsecTx: 1,507,127,495,520,218 transSvrFlowEndUsecRx: 1,507,127,495,521,218

Deploy a NetScaler VPX instance

May 2, 2023
Note

NetScaler ADM service connect is enabled by default, after you install or upgrade NetScaler or
NetScaler Gateway to release 13.0 build 61.xx and above. For more information see, Data gover-
nance and NetScaler ADM service connect.

The NetScaler VPX product is a virtual appliance that can be hosted on a wide variety of virtualization
and cloud platforms:

« Citrix Hypervisor

« VMware ESX

+ Microsoft Hyper-V

« Linux KVYM

« Amazon Web Services
+ Microsoft Azure

+ Google Cloud Platform

For more information, see the NetScaler VPX data sheet.

For more information about provisioning a NetScaler VPX instance on an SDX appliance, see Provi-
sioning NetScaler instances.
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https://docs.netscaler.com/en-us/citrix-adc/current-release/data-governance.html
https://docs.netscaler.com/en-us/citrix-adc/current-release/data-governance.html
https://docs.netscaler.com/en-us/citrix-adc/current-release/adm-service-connect
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https://docs.netscaler.com/en-us/citrix-adc/current-release/deploying-vpx/deploy-vpx-on-azure.html
https://docs.netscaler.com/en-us/citrix-adc/current-release/deploying-vpx/deploy-vpx-google-cloud.html
https://www.citrix.com/products/citrix-adc/resources/citrix-adc-vpx.html
https://docs.netscaler.com/en-us/sdx/current-release/provision-netscaler-instances.html
https://docs.netscaler.com/en-us/sdx/current-release/provision-netscaler-instances.html
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NetScaler Application Delivery Management for NetScaler VPX

NetScaler Application Delivery Management software is a centralized management solution that sim-
plifies operations by providing administrators with enterprise-wide visibility and automating man-
agement jobs that need to be run across multiple instances.

You can manage and monitor NetScaler VPX instances in addition to other NetScaler products such
as NetScaler Gateway, NetScaler SDX, NetScaler CPX, and Citrix SD-WAN. You can use the Application
Delivery Management software to manage, monitor, and troubleshoot the entire global application
delivery infrastructure from a single, unified console.

For more information, see NetScaler Application Delivery Management documentation.

Support matrix and usage guidelines

September 27,2023

This document lists the different hypervisors and features supported on a NetScaler VPX instance. The
document also describes their usage guidelines and known limitations.

VPX instance on Citrix Hypervisor

Citrix Hypervisor version SysID VPX models

8.2 supported 13.0 64.x 450000 VPX 10, VPX 25, VPX 200, VPX

onwards, 8.0,7.6,7.1 1000, VPX 3000, VPX 5000, VPX
8000, VPX 10G, VPX 15G, VPX
25G, VPX 40G

VPX instance on VMware ESX hypervisor

The following VPX models with 450010 (Sys ID) supports the VMware ESX versions listed in the table.

VPX models: VPX 10, VPX 25, VPX 200, VPX 1000, VPX 3000, VPX 5000, VPX 8000, VPX 10G, VPX 15G, VPX
25G, VPX 40G, and VPX 100G.

ESX release date

ESX version (YYYY/MM/DD) ESX build number NetScaler VPX version
ESXi 8.0ul 2023/04/18 21495797 13.1-45.x onwards
ESXi 8.0c 2023/03/30 21493926 13.1-45.x onwards
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ESX release date

ESX version (YYYY/MM/DD) ESX build number NetScaler VPX version
ESXi 8.0 2022/10/11 20513097 13.1-42.x onwards
ESXi 7.0 update 3n 2023/07/06 21930508 14.1-8.x onwards
ESXi 7.0 update 3m 2023/05/03 21686933 14.1-4.x onwards
ESXi 7.0 update 3i 2022/12/08 20842708 13.1-37.x onwards
ESXi 7.0 update 3f 2022/07/12 20036589 13.1-33.x onwards
ESXi 7.0 update 3d 2022/03/29 19482537 13.1-27.x onwards
ESXi 7.0 update 3c 2022/01/27 19193900 13.1-21.x onwards
ESXi 6.7 P04 2020/11/19 17167734 13.0-67.x onwards
ESXi 6.7 PO3 2020/08/20 16713306 13.0-67.x onwards
ESXi 6.5 GA 2016/11/15 4564106 13.0-47.x onwards
ESXi6.5Ulg 2018/3/20 7967591 13.0 47.x onwards
ESXi 6.0 Update 3 2017/2/24 5050593 12.0-51.x onwards

VPX instance on Microsoft Hyper-V

Hyper-V version SysID VPX models

2012,2012 R2, 2016, 2019 450020 VPX 10, VPX 25, VPX 200, VPX
1000, VPX 3000

VPX instance on generic KVM

Generic KVM version SysID VPX models

RHEL 7.4, RHEL 7.5 (from 450070 VPX 10, VPX 25, VPX 200, VPX
NetScaler version 12.1 50.x 1000, VPX 3000, VPX 5000, VPX
onwards), RHEL 7.6, RHEL 8.0, 8000, VPX 10G, VPX 15G. VPX
Ubuntu 16.04, Ubuntu 18.04, 25G, VPX 40G, VPX 100G

RHV 4.2

Points to note:
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Consider the following points while using KVM hypervisors.

« TheVPXinstance 